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1. INTRODUCTION

In an influential paper, Imbens and Angrist (1994) provided conditions under which an instrumental variables (IV) estimand can be interpreted as the average causal effect for the subpopulation of compliers, that is, for those whose treatment status would be affected by an exogenous manipulation of the instrument. In some cases, this local average treatment effect (LATE) is of intrinsic interest, for example if the instrument itself represents an intervention or policy change of interest. On the other hand, in many situations, the causal effect for individuals induced to treatment by the instrument at hand might not be representative of the causal effect for those who would be induced to treatment.
by a given policy change of interest to the researcher. In these cases, the LATE is not the relevant parameter for evaluating the policy change.

In this paper, we show how to use instrumental variables to draw inference about treatment parameters other than the LATE, thereby learning about causal effects for individuals other than those affected by the instrument at hand. Policy relevance and external validity turn on the ability to do this reliably. Our setting is the canonical program evaluation problem with a binary treatment and a scalar, real-valued outcome.\(^1\) As in Imbens and Angrist (1994), we assume existence of an exogenous instrument that encourages all individuals to participate in treatment. This monotonicity condition is equivalent to a separable selection equation (Vytlacil (2002)), which gives rise to the concept of the marginal treatment effect (MTE) developed by Heckman and Vytlacil (1999, 2005). The MTE can be interpreted as the average effect of treatment for persons on a margin of indifference between participation in treatment and nonparticipation. An important feature of the model is that treatment effects are allowed to vary across individuals with the same observable characteristics in a way that depends on the unobservable determinants of treatment choice.

Our method builds on the observation that both the IV estimand and many treatment parameters can be expressed as weighted averages of the MTE function (Heckman and Vytlacil (1999, 2001a, 2001b, 2001c, 2005, 2007a, 2007b)). Since the weights are identified, this observation implies that knowledge of the IV estimand places some restrictions on the unknown MTE function, and hence on the possible values of treatment parameters other than the LATE. We show how to extract information about these treatment parameters from the IV estimand, and, more generally, from a class of “IV-like estimands.”

The class of IV-like estimands consists of any cross moment between the outcome and an identified function of the treatment and the instrument. This class is general enough to contain the estimands corresponding to any weighted linear IV estimator, including the two stage least squares (TSLS), optimal generalized method of moments, and ordinary least squares (OLS) estimands. Each IV-like estimand provides a different weighted average of the MTE function, and therefore carries some distinct information about the possible values of the treatment parameter of interest (the target parameter). We show how these IV-like estimands can be chosen systematically so as to provide the tightest possible bounds on the target parameter. We propose consistent estimators of these bounds that can be computed using linear programming.

Our method has at least three applications. First, it can be used to construct nonparametric bounds on the average causal effect of a hypothetical policy change. Second, our method enables extrapolation of the average effects for compliers to the average effects for different or larger populations. Third, our method can be used to perform tests of model specification and of individual behavior, such as testing the null hypotheses of no selection bias and/or no selection on gains. In all of these applications, our method provides a researcher the option to be fully nonparametric, or to impose shape and/or parametric restrictions, if desired.

Our paper contributes to several literatures. A large body of work is concerned with using instrumental variables to draw inference about treatment parameters other than the

\(^1\)For discussions of heterogeneous effects IV models with multiple discrete treatments, we refer to Angrist and Imbens (1995), Heckman, Urzua, and Vytlacil (2006), Heckman and Vytlacil (2007b), Heckman and Urzua (2010), Kirkeboen, Leuven, and Mogstad (2016), and Lee and Salanié (2016), among others. Heterogeneous effects IV models with continuous treatments have been considered by Angrist, Graddy, and Imbens (2000), Chesher (2003), Florens, Heckman, Meghir, and Vytlacil (2008), Imbens and Newey (2009), Torgovitsky (2015), Masten (2015), and Masten and Torgovitsky (2016), among others.
LATE. Nonparametric point identification of these parameters generally requires a con-
tinuous instrument with large support (Heckman and Vytlacil (2005)). In practice, how-
ever, instruments have limited support and are often discrete or even binary. For these
situations, many common parameters of interest, such as the average treatment effect, are
not nonparametrically point identified. Analytic expressions for sharp bounds on the av-
erage treatment effect have been derived by Manski (1989, 1990, 1994, 1997, 2003), Balke
and Pearl (1997), Heckman and Vytlacil (2001b), and Kitagawa (2009), among others.\(^2\)

Analytic expressions for bounds are useful because they provide intuition on the source
and strength of identification. However, it can be difficult to derive analytic bounds for
more complicated parameters, such as the policy relevant treatment effects (PRTEs)
studied by Heckman and Vytlacil (2001a, 2005) and Carneiro, Heckman, and Vytlacil
(2010, 2011). Our methodology is particularly useful in such settings. In addition, our
method provides a unified framework for imposing shape restrictions such as mono-
tonicity, concavity, monotone treatment selection (Manski (1997), Manski and Pepper
(2000, 2009)), and separability between observed and unobserved factors in the MTE
function (Brinch, Mogstad, and Wiswall (2017)). It can be especially difficult to derive
analytic bounds for treatment parameters that incorporate these types of assumptions in
flexible combinations. In contrast, our general computational approach allows one to flex-
ibly adjust the target parameter, as well as the maintained assumptions, without requiring
additional identification analysis.

In addition, our paper is related to recent work that considers extrapolation in in-
strumental variables models under additional assumptions. While our method delivers
bounds on the target parameter in general, these bounds nest important point identifi-
cation results as special cases. For example, our method nests existing approaches that
extrapolate by assuming no unobserved heterogeneity in the treatment effect (Heckman
and Robb (1985), Angrist and Fernandez-Val (2013)), and those that parameterize this
unobserved heterogeneity (Heckman, Tobias, and Vytlacil (2003), Brinch, Mogstad, and
Wiswall (2017)). One attractive feature of our method is that the constraints in the linear
programs being solved require an MTE function to also yield the usual, nonparametrically
point identified LATE. Hence, our method allows for extrapolation to other parameters
of interest without sacrificing the internal validity of the LATE.

Our paper also relates to a literature on specification tests in settings with instrumen-
tal variables. This is a consequence of our method, since if there are no MTE functions
that are consistent with a set of IV-like estimands, then the model is misspecified. Balke
and Pearl (1997) and Imbens and Rubin (1997) noted that the assumptions used to point
identify the LATE have testable implications, while Machado, Shaikh, and Vytlacil (2013),
Huber and Mellace (2014), Kitagawa (2015), and Mourifié and Wan (2016) have devel-
oped this observation into formal statistical tests. Our method builds on the work of these
authors by allowing the researcher to maintain additional assumptions, such as paramet-
ric and/or shape restrictions. In addition to testing whether the model is misspecified,
our method can also be used to test null hypotheses such as no selection bias and/or no
selection on gains.

The remainder of the paper is organized as follows. In Section 2, we present the model
and develop our method for bounding a target parameter of interest while potentially

\(^2\)Note that Manski’s analyses did not impose the monotonicity condition of Imbens and Angrist (1994); see
Heckman and Vytlacil (2001b) and Kitagawa (2009) for further discussion. Also related is work by Shaikh and
Vytlacil (2011), Bhattacharya, Shaikh, and Vytlacil (2012), and Mourifié (2015), who augmented this mono-
tonicity condition with a similar assumption for the potential outcomes.
maintaining additional shape restrictions. We discuss implementation of our approach in Section 3. In Section 4, we discuss key applications of our method, which we illustrate in Section 5 with a numerical example. In Section 6, we provide a concluding discussion on common empirical settings in which our approach is particularly useful. Our working paper (Mogstad, Santos, and Torgovitsky (2017)) contains a method for hypothesis testing and constructing confidence intervals, as well as an application to Dupas’s (2014) study of the effects of price subsidies on the adoption and usage of an antimalarial bed net in Kenya.

2. A GENERAL FRAMEWORK FOR IDENTIFICATION IN THE IV MODEL

2.1. Model

Our model is the canonical program evaluation problem with a binary treatment \( D \in \{0, 1\} \) and a scalar, real-valued outcome, \( Y \). Corresponding to the two treatment arms are unobservable potential outcomes, \( Y_0 \) and \( Y_1 \). These represent the realization of \( Y \) that would have been experienced by an individual had their treatment status been exogenously set to 0 or 1. The relationship between observed and potential outcomes is given by

\[
Y = DY_1 + (1 - D)Y_0. \tag{1}
\]

Following Heckman and Vytlacil (1999, 2005), we assume that treatment is determined by the weakly separable selection or choice equation

\[
D = 1[\nu(Z) - U \geq 0], \tag{2}
\]

where \( \nu \) is an unknown function, \( U \) is a continuously distributed random variable, and \( Z \) is a vector of observable covariates.

The observable variables in the model are the outcome \( Y \in \mathbb{R} \), the binary treatment \( D \in \{0, 1\} \), and the covariates \( Z \in \mathbb{R}^{d_z} \). We decompose \( Z \) into \( Z = (X, Z_0) \), where \( X \in \mathbb{R}^{d_x} \) are used as control variables and \( Z_0 \in \mathbb{R}^{d_{z0}} \) will be assumed to be exogenous instruments. Our focus in this section is on identification, so we assume throughout that the researcher knows the joint distribution of \( (Y, D, Z) \). The unobservables are the potential outcomes \( (Y_0, Y_1) \), and the variable \( U \) in the selection equation, which represents unobservable factors that affect treatment choice. We maintain the following standard assumptions throughout the paper.

**ASSUMPTIONS I:**

1.1 \( U \perp \!\!\!\perp Z_0|X \), where \( \perp \!\!\!\perp \) denotes (conditional) statistical independence.

1.2 \( E[Y_d|Z, U] = E[Y_d|X, U] \) and \( E[Y^2_d] < \infty \) for \( d \in \{0, 1\} \).

1.3 \( U \) is continuously distributed, conditional on \( X \).

Assumptions 1.1 and 1.2 require \( Z_0 \) to be exogenous with respect to both the selection and outcome processes. Vytlacil (2002) showed that, given 1.1, the assumption that the index of the selection equation is additively separable as in (2) is equivalent to the assumption that \( Z_0 \) affects \( D \) monotonically in the sense introduced by Imbens and Angrist (1994). Hence, 1.1 combined with (2) imposes substantive restrictions on choice behavior: Conditional on \( X \), changes in \( Z_0 \) either weakly encourage or weakly discourage all agents to choose \( D = 1 \). Assumption 1.2 imposes an exclusion restriction that the conditional means of \( Y_0 \) and \( Y_1 \) depend on \( Z = (Z_0, X) \) only through the covariates \( X \).
Assumption I.3 is a weak regularity condition that enables us to impose a standard normalization. As is well known, equation (2) may be rewritten as

\[ D = 1 \left[ F_{U|X}(u|x) \leq F_{U|X}(\nu(Z)|X) \right] \equiv 1[\tilde{U} \leq \tilde{\nu}(Z)], \]

where we are using the notation \( F_{U|X}(u|x) \equiv P(U \leq u|X = x) \) and we have defined \( \tilde{U} \equiv F_{U|X}(U|X) \) and \( \tilde{\nu}(Z) \equiv F_{U|X}(\nu(Z)|X) \). Under Assumptions I.1 and I.3, \( \tilde{U} \) is uniformly distributed on \([0, 1]\), conditional on \( Z = (Z_0, X) \). Working with this normalized model simplifies the analysis and does not affect its empirical content. Hence, we drop the tilde and maintain throughout the paper the normalization that \( U \) itself is distributed uniformly over \([0, 1]\) conditional on \( Z \). A consequence of this normalization is that

\[ p(z) \equiv P(D = 1|Z = z) = F_{U|Z}(\nu(z)|z) = \nu(z), \]

where \( p(z) \) is the propensity score.

It is important to observe what is not being assumed under Assumptions I. First, we do not impose any conditions on the support of \( Z \): Both the control (\( X \)) and exogenous (\( Z_0 \)) components of \( Z \) may be either continuous, discrete and ordered, categorical, or binary. Second, the IV model as specified here allows for rich forms of observed and unobserved heterogeneity. In particular, it allows \( Y_1 - Y_0 \) to vary not only across individuals with different values of \( X \), but also among individuals with the same \( X \). The treatment \( D \) may be statistically dependent with \( Y_0 \) (indicating selection bias), or \( Y_1 - Y_0 \) (indicating selection on the gain), or both, even conditional on \( X \). Third, the model does not specify why individuals make the treatment choice that they do, in contrast to a stylized Roy model in which \( D = 1[Y_1 > Y_0] \). However, the model also does not preclude the possibility that individuals choose treatment with full or partial knowledge of the potential outcomes \( (Y_0, Y_1) \). Any such knowledge will be reflected through dependence between the potential outcomes, \( (Y_0, Y_1) \), and the unobserved component treatment choice, \( U \). Assumptions I do not restrict this dependence.

As observed by Heckman and Vytlacil (1999, 2005), a wide range of treatment parameters can be written as weighted averages of the underlying MTE function, which is defined as

\[ \text{MTE}(u, x) \equiv E[Y_1 - Y_0 | U = u, X = x]. \]

We use a slight generalization of their observation. Instead of working with the MTE function directly, we consider treatment parameters that can be expressed as functions of the two marginal treatment response (MTR) functions, defined as

\[ m_0(u, x) \equiv E[Y_0 | U = u, X = x] \quad \text{and} \quad m_1(u, x) \equiv E[Y_1 | U = u, X = x]. \]

Of course, each pair \( m \equiv (m_0, m_1) \) of MTR functions generates an associated MTE function \( m_1 - m_0 \). One benefit of working with MTR functions instead of MTE functions is that it allows us to consider parameters that weight \( m_0 \) and \( m_1 \) asymmetrically. Another benefit is that it allows the researcher to impose assumptions on \( m_0 \) and \( m_1 \) separately.

Our method allows the specification of MTR functions to be completely unrestricted, but it also allows the researcher the ability to impose restrictions. For example, it is possible to maintain nonparametric shape restrictions, as discussed in Section 2.6. It is also possible to parameterize the MTR functions. Polynomials are widely used as a parameterization in empirical work using MTEs (Moffitt (2008), French and Song (2014), Brinch,
Mogstad, and Wiswall (2017)), but our method allows for other parameterizations as well. The uniform normalization is convenient for interpreting these parameterizations, since it allows \( U = u \) to be interpreted as a quantile of the distribution of latent willingness to pay for treatment. An MTR specification that is, for example, linear in \( u \), is interpretable as imposing a linear relationship between average outcomes and the quantile of unobserved willingness to pay. A higher order polynomial allows for a flexible but smooth relationship between average outcomes and these quantiles.

2.2. What We Want to Know: The Target Parameter

We assume that the researcher is interested in a target parameter \( \beta^* \) that can be written for any candidate pair of MTR functions \( \mathbf{m} \equiv (m_0, m_1) \) as

\[
\beta^* \equiv E \left[ \int_0^1 m_0(u, X) \omega_0^*(u, Z) \, d\mu^*(u) \right] + E \left[ \int_0^1 m_1(u, X) \omega_1^*(u, Z) \, d\mu^*(u) \right],
\]

where \( \omega_0^* \) and \( \omega_1^* \) are identified weighting functions, and \( \mu^* \) is an integrating measure that is chosen by the researcher and usually taken to be the Lebesgue measure on \([0, 1]\). For example, to set \( \beta^* \) to be the average treatment effect (ATE), observe that

\[
E[Y_1 - Y_0] = E[m_1(U, X) - m_0(U, X)] = E \left[ \int_0^1 m_1(u, X) \, du \right] - E \left[ \int_0^1 m_0(u, X) \, du \right],
\]

take \( \omega_1^*(u, z) = 1 \), \( \omega_0^*(u, z) = -1 \), and let \( \mu^* \) be the Lebesgue measure on \([0, 1]\). Similarly, to set \( \beta^* \) to be the ATE conditional on \( X \) lying in some known set \( \mathcal{X}^* \), take

\[
\omega_1^*(u, z) \equiv \omega_1^*(u, x, z_0) = \frac{1[x \in \mathcal{X}^*]}{P(X \in \mathcal{X}^*)},
\]

\( \omega_0^*(u, z) = -\omega_1^*(u, z) \), and let \( \mu^* \) be as before. The resulting target parameter is then the population average treatment effect for individuals with covariates \( x \in \mathcal{X}^* \).

In Table I, we provide formulas for the weights \( \omega_0^* \) and \( \omega_1^* \) that correspond to a variety of different treatment parameters. Any of these can be taken to be the target parameter \( \beta^* \). Examples include (i) the average treatment effect for the treated (ATT), that is, the average impact of treatment for individuals who actually take the treatment; (ii) the average treatment effect for the untreated (ATU), that is, the average impact of treatment for individuals who do not take treatment; (iii) LATE \( \left( \frac{u}{u}, \bar{u} \right) \), that is, the average treatment effect for individuals who would take the treatment if their realization of the instrument yielded \( p(z) = \bar{u} \), but not if \( p(z) = u \); and (iv) the policy relevant treatment effect (PRTE), that is, the average impact on \( Y \) (either gross or net individual affected) due to a change from the baseline policy to some alternative policy.

For most of the parameters in Table I, the integrating measure \( \mu^* \) is Lebesgue measure on \([0, 1]\). However, researchers are sometimes interested in the MTE function itself, for example, Carneiro, Heckman, and Vytlacil (2011) and Maestas, Mullen, and Strand (2013). Our specification of \( \beta^* \) accommodates this by replacing \( \mu^* \) with the Dirac measure (i.e., a point mass) at some specified point \( \bar{u} \) and taking \( \omega_0^*(u, z) = -\omega_1^*(u, z) = -1 \). The resulting target parameter is the MTE function averaged over \( X \), that is, \( E[m_1(\bar{u}, X) - m_0(\bar{u}, X)] \).
<table>
<thead>
<tr>
<th>Target Parameter</th>
<th>Expression</th>
<th>$\omega_0(u, z) = \omega_0(u, x, z_0)$</th>
<th>$\omega_1(u, z) = \omega_1(u, x, z_0)$</th>
<th>Measure $\mu^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Untreated Outcome</td>
<td>$E[Y_0]$</td>
<td>1</td>
<td>0</td>
<td>Leb.$[0, 1]$</td>
</tr>
<tr>
<td>Average Treated Outcome</td>
<td>$E[Y_1]$</td>
<td>0</td>
<td>1</td>
<td>Leb.$[0, 1]$</td>
</tr>
<tr>
<td>Average Treatment Effect (ATE)</td>
<td>$E[Y_1 - Y_0]$</td>
<td>$-\omega^*_1(u, z)$</td>
<td>$\frac{|1 \downarrow \in X^<em>|}{P(X \in X^</em>)}$</td>
<td>Leb.$[0, 1]$</td>
</tr>
<tr>
<td>Average Treatment Effect (ATE) given $X \in X^*$</td>
<td>$E[Y_1 - Y_0</td>
<td>X \in X^*]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Treatment on the Treated (ATT)</td>
<td>$E[Y_1 - Y_0</td>
<td>D = 1]$</td>
<td>$-\omega^*_1(u, z)$</td>
<td>$\frac{|1 \downarrow &gt; p(z)|}{P(D=0)}$</td>
</tr>
<tr>
<td>Marginal Treatment Effect at $\overline{u}$</td>
<td>$E[Y_1 - Y_0</td>
<td>U = \overline{u}]$</td>
<td>$-1$</td>
<td></td>
</tr>
<tr>
<td>Local Average Treatment Effect for $U \in (\overline{u}, \overline{u}]$ (LATE$(\overline{u}, \overline{u})$)</td>
<td>$E[Y_1 - Y_0</td>
<td>U \in (\overline{u}, \overline{u})]$</td>
<td>$-\omega^*_1(u, z)$</td>
<td>$\frac{|u \downarrow \in {0, \overline{u}}|}{(\pi - 2)}$</td>
</tr>
<tr>
<td>Policy Relevant Treatment Effect (PRTE) for new policy $(p^<em>, Z^</em>)$</td>
<td>$\frac{E[p^*</td>
<td>D=1][Y] - E[p^*</td>
<td>D=0][Y]}{E[p^*</td>
<td>D=1] - E[p^*</td>
</tr>
<tr>
<td>Additive PRTE with magnitude $\alpha$</td>
<td>PRTE with $Z^* = Z$ and $p^*(z) = p(z) + \alpha$</td>
<td>$-\omega^*_1(u, z)$</td>
<td>$\frac{|u \downarrow \in {p(z) + \alpha}| - |1 \downarrow \in {p(z) + \alpha}|}{\alpha(p</td>
<td>Z)}$</td>
</tr>
<tr>
<td>Proportional PRTE with magnitude $\alpha$</td>
<td>PRTE with $Z^* = Z$ and $p^*(z) = (1 + \alpha)p(z)$</td>
<td>$-\omega^*_1(u, z)$</td>
<td>$\frac{|u \downarrow \in {1 + \alpha}p(z)| - |1 \downarrow \in {1 + \alpha}p(z)|}{\alpha(p</td>
<td>Z)}$</td>
</tr>
<tr>
<td>PRTE for an additive $\alpha$ shift of the $j$th component of $Z$</td>
<td>PRTE with $Z^* = Z + \alpha e_j$ and $p^*(z) = p(z)$</td>
<td>$-\omega^*_1(u, z)$</td>
<td>$\frac{|u \downarrow \in {p(z) + \alpha e_j}| - |1 \downarrow \in {p(z) + \alpha e_j}|}{E[p(Z + \alpha e_j) - E[p(Z)]]}$</td>
<td>Leb.$[0, 1]$</td>
</tr>
<tr>
<td>Average Selection Bias</td>
<td>$E[Y_0</td>
<td>D = 1] - E[Y_0</td>
<td>D = 0]$</td>
<td>$\frac{|u \downarrow \in {p(z)}| - |1 \downarrow \in {p(z)}|}{P(D=1) - P(D=0)}$</td>
</tr>
<tr>
<td>Average Selection on the Gain</td>
<td>$E[Y_1 - Y_0</td>
<td>D = 1] - E[Y_1 - Y_0</td>
<td>D = 0]$</td>
<td>$-\omega^*_1(u, z)$</td>
</tr>
<tr>
<td>Sum of two quantities $\beta_A^<em>, \beta_B^</em>$ with common measure $\mu^*$</td>
<td>$\beta_A^* + \beta_B^*$</td>
<td>$\omega^<em>_{A,0}(u, z) + \omega^</em>_{B,0}(u, z)$</td>
<td>$\omega^<em>_{A,1}(u, z) + \omega^</em>_{B,1}(u, z)$</td>
<td>Common $\mu^*$</td>
</tr>
</tbody>
</table>
2.3. What We Know: IV-Like Estimands

A key point for our method is that a set of identified quantities can also be written in a form similar to (6). Consider, for example, the IV estimand that results from using \(Z\) as an instrument for \(D\) in a linear instrumental variables regression that includes a constant term, but which does not include any other covariates \(X\). Assuming \(\text{Cov}(D, Z) \neq 0\), this estimand is given by

\[
\beta_{\text{IV}} \equiv \frac{\text{Cov}(Y, Z)}{\text{Cov}(D, Z)}. \tag{7}
\]

For example, if \(Z \in \{0, 1\}\) is binary, then \(\beta_{\text{IV}}\) reduces to the standard Wald estimand

\[
\beta_{\text{IV}} = \frac{E[Y | Z = 1] - E[Y | Z = 0]}{E[D | Z = 1] - E[D | Z = 0]}. \tag{8}
\]

Heckman and Vytlacil (2005) showed that \(\beta_{\text{IV}}\) can also be written in the form (6) as a weighted average of the MTE function. This observation suggests that useful information about \(\beta^{*}\) can be extracted from knowledge of \(\beta_{\text{IV}}\). The next proposition shows that, more generally, any cross moment of \(Y\) with an identified (or known) function of \((D, Z) \equiv (D, X, Z_0)\) can also be expressed as the weighted sum of the two MTR functions, \(m_0\) and \(m_1\). We refer to such cross moments as IV-like estimands.

**Proposition 1:** Suppose that \(s : \{0, 1\} \times \mathbb{R}^d \to \mathbb{R}\) is an identified (or known) function that is measurable and has a finite second moment. We refer to such a function \(s\) as an IV-like specification and to \(\beta_s \equiv E[s(D, Z)Y]\) as an IV-like estimand. If \((Y, D)\) are generated according to (1) and (2) under Assumptions I, then

\[
\beta_s = E\left[\int_0^1 m_0(u, X)\omega_{0s}(u, Z)\,du\right] + E\left[\int_0^1 m_1(u, X)\omega_{1s}(u, Z)\,du\right],
\]

where \(\omega_{0s}(u, z) \equiv s(0, z)\mathbb{1}[u > p(z)]\)

and \(\omega_{1s}(u, z) \equiv s(1, z)\mathbb{1}[u \leq p(z)]\). \tag{9}

The weights in Proposition 1 can be shown to reduce to the weights for \(\beta_{\text{IV}}\) derived by Heckman and Vytlacil (2005) by taking

\[
s(d, z) \equiv s(d, x, z_0) = \frac{z_0 - E[Z_0]}{\text{Cov}(D, Z_0)}, \tag{10}
\]

which is an identified function of \(d\) (trivially) and \(z\). As we elaborate further in Appendix S1 of the Supplemental Material (Mogstad, Santos, and Torgovitsky (2018)), Proposition 1 applies more broadly to include any well-defined weighted linear IV estimand that uses some function of \(D\) and \(Z\) as included and excluded instruments for

---

3An implication of (9) is that the IV-like specifications \(s(d, z) = (z_0 - E[Z_0])/\text{Cov}(D, Z_0)\) and \(\tilde{s}(d, z) = (z_0 - E[Z_0])\) differ by only a multiplicative constant, for example, \(\text{Cov}(D, Z_0)\), and so yield the same restrictions on the MTR functions. As a result, if \(\beta_{\text{IV}}\) is weakly identified, one might prefer to use the IV-like specification \(\tilde{s}(d, z) = (z_0 - E[Z_0])\) instead of (10).
TABLE II

<table>
<thead>
<tr>
<th>Estimand</th>
<th>$\beta_s$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV slope</td>
<td>$\text{Cov}(Y, Z_0)$</td>
<td>$\frac{z_0 - E[Z_0]}{\text{Cov}(D, Z_0)}$ Z_0 scalar</td>
</tr>
<tr>
<td>IV slope using $p(Z)$</td>
<td>$\text{Cov}(Y, p(Z))$</td>
<td>$\frac{p(z) - E[p(Z)]}{\text{Cov}(D, p(Z))}$ —</td>
</tr>
<tr>
<td>IV ($j$th component)</td>
<td>$e_j' E[\tilde{Z} \tilde{X}']^{-1} E[\tilde{Z} Y]$</td>
<td>$\tilde{X} \equiv [1, D, X]'$ Z scalar</td>
</tr>
<tr>
<td>TSLS ($j$th component)</td>
<td>$e_j' (\Pi E[\tilde{Z} \tilde{X}'])^{-1}(\Pi E[\tilde{Z} Y])$</td>
<td>$\Pi \equiv E[\tilde{X} \tilde{Z}'] E[\tilde{Z} \tilde{Z}]^{-1}$ Z vector</td>
</tr>
<tr>
<td>OLS slope</td>
<td>$\text{Cov}(Y, D)$</td>
<td>$\frac{d - E[D]}{\text{Var}(D)}$ —</td>
</tr>
<tr>
<td>OLS ($j$th component)</td>
<td>$e_j' E[\tilde{X} \tilde{X}']^{-1} E[\tilde{X} Y]$</td>
<td>$\tilde{X} \equiv [1, D, X]'$ e_j the $j$th unit vector</td>
</tr>
</tbody>
</table>

a set of endogenous variables also constructed from $D$ and $Z$.

For example, the OLS estimand corresponds to taking $s$ to be

$$s(d, z) = \frac{d - E[D]}{\text{Var}(D)}.$$ More generally, any subvector of the TSLS estimand can also be written as an IV-like estimand. Table II contains expressions for some notable IV-like estimands.

2.4. From What We Know to What We Want to Know

We now show how to extract information about the target parameter $\beta^*$ from the general class of IV-like estimands introduced in Section 2.3. Let $S$ denote some collection of IV-like specifications (i.e., functions $s : \{0, 1\} \times \mathbb{R}^d \rightarrow \mathbb{R}$) chosen by the researcher, that each satisfy the conditions set out in Proposition 1. Corresponding to each $s \in S$ is an IV-like estimand $\beta_s \equiv E[s(D, Z) Y]$. We assume that the researcher has restricted the pair of MTR functions $m \equiv (m_0, m_1)$ to lie in some parameter space $\mathcal{M}$ contained in a vector space. The parameter space incorporates assumptions that the researcher wishes to maintain about $m$, such as parametric or shape restrictions. Our goal is to characterize bounds on the values of the target parameter $\beta^*$ that could have been generated by MTR functions $m \in \mathcal{M}$ that also could have delivered the collection of identified IV-like estimands through (9).

To this end, we denote the weighting expression in Proposition 1 as a linear map $\Gamma_s : \mathcal{M} \rightarrow \mathbb{R}$, defined for any IV-like specification $s \in S$ as

$$\Gamma_s(m) = E\left[\int_0^1 m_0(u, X) \omega_{0s}(u, Z) \, du\right] + E\left[\int_0^1 m_1(u, X) \omega_{1s}(u, Z) \, du\right],$$

where we recall that $\omega_{0s}(u, Z) \equiv s(0, Z) \mathbb{1}[u > p(Z)]$ and $\omega_{1s}(u, Z) \equiv s(1, Z) \mathbb{1}[u \leq p(Z)]$. By Proposition 1, if $(Y, D)$ are generated according to (1) and (2) under Assumptions I,
then the MTR functions \( m \equiv (m_0, m_1) \) must satisfy \( \Gamma_i(m) = \beta_s \) for every IV-like specification \( s \in S \). As a result, \( m \) must lie in the set

\[
\mathcal{M}_S \equiv \{ m \in \mathcal{M} : \Gamma_i(m) = \beta_s \text{ for all } s \in S \}.
\]

The target parameter, \( \beta^* \), can also be expressed as an identified linear map of the MTR functions. From (6), we define this map as \( \Gamma^* : \mathcal{M} \to \mathbb{R} \), with

\[
\Gamma^*(m) \equiv E\left[ \int_0^1 m_0(u, X) \omega^*_0(u, Z) d\mu^*(u) \right] + E\left[ \int_0^1 m_1(u, X) \omega^*_1(u, Z) d\mu^*(u) \right].
\] (12)

It follows that if \((Y, D)\) is generated according to (1) and (2) under Assumptions I, then the target parameter must belong to the identified set

\[
\mathcal{B}^*_S \equiv \{ b \in \mathbb{R} : b = \Gamma^*(m) \text{ for some } m \in \mathcal{M}_S \}.
\]

Intuitively, \( \mathcal{B}^*_S \) is the set of values for the target parameter that could have been generated by MTR functions that satisfy the researcher’s assumptions and are also consistent with the IV-like estimands. The next result shows that if \( \mathcal{M} \) is convex, then \( \mathcal{B}^*_S \) is an interval that can be characterized by solving two convex optimization problems.

**Proposition 2:** Suppose that \( \mathcal{M} \) is convex. Then either \( \mathcal{M}_S \) is empty, and hence \( \mathcal{B}^*_S \) is empty, or else the closure of \( \mathcal{B}^*_S \) (in \( \mathbb{R} \)) is equal to the interval \( [\underline{\beta}^*, \overline{\beta}^*] \), where

\[
\underline{\beta}^* \equiv \inf_{m \in \mathcal{M}_S} \Gamma^*(m) \text{ and } \overline{\beta}^* \equiv \sup_{m \in \mathcal{M}_S} \Gamma^*(m).
\] (13)

### 2.5. Information and Point Identification

The set \( \mathcal{M}_S \) consists of all MTR functions in \( \mathcal{M} \) that are consistent with the IV-like estimands chosen by the researcher. However, \( \mathcal{M}_S \) may not necessarily exhaust all of the information available in the data. In particular, \( \mathcal{M}_S \) could contain MTR functions that would be ruled out if \( S \) were expanded to include additional IV-like specifications. If this is the case, then incorporating these further specifications can shrink \( \mathcal{B}^*_S \).

We examine this issue by considering the conditional means of \( Y \) that would be generated through (1) and (2) under Assumptions I by a given MTR pair \( m = (m_0, m_1) \). Whenever \( 0 < p(Z) < 1 \), these conditional means can be written as

\[
E[Y|D = 0, Z] = E[Y_0|U > p(Z), Z] = \frac{1}{(1 - p(Z))} \int_{p(Z)}^1 m_0(u, X) du, \quad \text{and} \quad (14)
\]

\[
E[Y|D = 1, Z] = E[Y_1|U \leq p(Z), Z] = \frac{1}{p(Z)} \int_0^{p(Z)} m_1(u, X) du. \quad (15)
\]

MTR pairs that (almost surely) satisfy (14)–(15) are compatible with the observed conditional means of \( Y \). Our next result shows that any such MTR pair will be in \( \mathcal{M}_S \) for any choice of \( S \). Moreover, we show that if \( S \) is chosen correctly, then \( \mathcal{M}_S \) will contain only MTR pairs that are compatible with the observed conditional means of \( Y \).
Proposition 3: Suppose that every \( m \in \mathcal{M} \) satisfies \( E[\int_0^1 m_d(u, X)^2 du] < \infty \) for \( d \in \{0, 1\} \). If \( \mathcal{S} \) contains functions that satisfy the conditions of Proposition 1, then

\[
\{ m \in \mathcal{M} : m \text{ satisfies } (14) \text{ and } (15) \text{ almost surely} \} \subseteq \mathcal{M}_S.
\]  

Moreover, suppose that \( \mathcal{S} \equiv \{ s(d, z) = \mathbb{1}[d = d'] f(z) \text{ for } (d', f) \in \{0, 1\} \times \mathcal{F} \} \), where \( \mathcal{F} \) is a collection of functions. If the linear span of \( \mathcal{F} \) is norm dense in \( L^2(Z) \equiv \{ f : \mathbb{R}^d \to \mathbb{R} \text{ s.t. } E[f(Z)^2] < \infty \} \), then

\[
\{ m \in \mathcal{M} : m \text{ satisfies } (14) \text{ and } (15) \text{ almost surely} \} = \mathcal{M}_S.
\]  

Proposition 3 shows that if \( \mathcal{S} \) is a sufficiently rich class of functions, then \( \mathcal{M}_S \) exhausts the available data in the sense of being the smallest subset of \( \mathcal{M} \) that is compatible with the observed conditional means of \( Y \). It follows that \( \mathcal{B}_S \) is also the smallest set of values for the target parameter that are consistent with both the conditional means of \( Y \) and the assumptions of the model. For example, if \( D \in \{0, 1\} \) and \( Z \in \{0, 1\} \), then (17) holds if we take \( \mathcal{F} = \{ \mathbb{1}[z = 0], \mathbb{1}[z = 1] \} \), so that

\[
\mathcal{S} = \{ \mathbb{1}[d = 0, z = 0], \mathbb{1}[d = 0, z = 1], \mathbb{1}[d = 1, z = 0], \mathbb{1}[d = 1, z = 1] \}.
\]

The information contained in the corresponding IV-like estimands is the same as that contained in the coefficients of a saturated regression of \( Y \) on \( D \) and \( Z \). More generally, if \( Z \) is continuous, then (17) can be satisfied by taking \( \mathcal{F} \) to be certain parametric families of functions of \( Z \). For example, if \( Z \in \mathbb{R}^d \), then one such family is the set of half spaces, \( \mathcal{F} = \{ \mathbb{1}[z \leq z'] : z' \in \mathbb{R}^d \} \). Other examples can be found in, for example, Bierens (1990) and Stinchcombe and White (1998).

While we view partial identification as the standard case, we emphasize that our analysis does not preclude point identification. Letting \( |\mathcal{S}| \) denote the cardinality of \( \mathcal{S} \), notice that the restrictions

\[
\Gamma_s(m) = \beta_s \quad \text{for all } s \in \mathcal{S}
\]  

constitute a linear system of \( |\mathcal{S}| \) equations in terms of \( m \). As such, there are three possibilities for the cardinality of the solution set: Either there is a unique solution, there are an infinite number of solutions, or there is no solution. These cases correspond respectively to point identification of \( m \), partial identification of \( m \), and model misspecification. We discuss the latter case in Section 4.3. In the case that \( m \) is point identified, note that then any target parameter \( \beta^* \) is also point identified.

These observations about point identification are implicit in the work of Brinch, Mogstad, and Wiswall (2017). Those authors showed that if \( \mathcal{M} \) is restricted to be a set of polynomials, then point identification of the MTR functions can be established by considering regressions of \( Y \) on \( p(Z) \) and \( D \). In terms of (18), this just means that \( \mathcal{S} \) creates at least as many non-redundant equations as the dimension of \( m \). Their results allow for \( Z \) to be discrete, but require the specification of \( \mathcal{M} \) to be no richer than the support of \( p(Z) \). For example, if \( Z \) is binary, their results require \( \mathcal{M} \) to only contain MTR pairs that are linear in \( u \).\(^5\) In contrast, our results allow the researcher to specify \( \mathcal{M} \) independently of the data.

\(^5\)Recently, Kowalski (2016) has applied the linear case, which was studied in depth by Brinch, Mogstad, and Wiswall (2012, 2017), to analyze the Oregon Health Insurance Experiment.
In some situations, point identification of the target parameter, $\beta^*$, can also be established when $|S|$ is infinite and $\mathcal{M}$ is infinite dimensional. Indeed, relationships similar to (14) and (15) have been used previously to establish point identification of the MTE function. For example, Heckman and Vytlacil (1999, 2001c, 2005) and Carneiro, Heckman, and Vytlacil (2010, 2011) showed that if $Z_0$ is continuously distributed, then the MTE is point identified over the support of the propensity score. As a consequence, any target parameter $\beta^*$ whose weights have support contained within the interior of the support of the propensity score will also be point identified. Proposition 3 implies that the same is true in our framework if $S$ is chosen to be a sufficiently rich collection of functions.

2.6. Shape Restrictions

Our method allows researchers to easily impose shape restrictions either on the MTR functions $m = (m_0, m_1)$ or directly on the MTE function $m_1 - m_0$. For example, to impose the monotone treatment response assumption considered by Manski (1997), that is, that $Y_1 \geq Y_0$ with probability 1, the set $\mathcal{M}$ should be specified to only contain MTR pairs for which $m_1 - m_0$ is nonnegative. Similarly, one could assume that $m_1(\cdot, x) - m_0(\cdot, x)$ is weakly decreasing for every $x$. This restriction would reflect the assumption that those more likely to select into treatment (those with small realizations of $U$) are also more likely to have larger gains from treatment, which is like the monotone treatment selection assumption of Manski and Pepper (2000). Maintaining combinations of assumptions simultaneously (e.g., both monotone treatment response and monotone treatment selection) is simply a matter of imposing both restrictions on $\mathcal{M}$ at the same time.

Another type of nonparametric shape restriction that can be used to tighten the bounds is separability between the observed ($X$) and unobserved ($U$) components. Although restrictive, separability of this sort is standard (often implicit) in applied work using instrumental variables. In our framework, separability between $X$ and $U$ can be imposed by restricting $\mathcal{M}$ to only contain MTR pairs $(m_0, m_1)$ that can be decomposed as

$$m_d(u, x) = m^u_d(u) + m^x_d(x) \quad \text{for} \quad d = 0, 1,$$

where $m^u_d$ and $m^x_d$ are functions that can themselves satisfy some shape restrictions. This type of separability implies that the slopes of the MTR functions with respect to $u$ do not vary with $x$. Alternatively, if complete separability is viewed as too strong a restriction, it is straightforward to interact $u$ with only certain components of $x$. Specifications like (19) can also be used to mitigate the curse of dimensionality, for example by specifying $m^x_d(x)$ to be a linear function of $x$.

3. IMPLEMENTATION

In this section, we show how to implement Proposition 2. First, we discuss a tractable computational approach for solving the optimization problems defined in (13). Then, in Section 3.2, we propose a consistent estimator of the identified set for the target parameter, that is, $\mathcal{B}_{\text{id}} = [\underline{\beta}^*, \bar{\beta}^*]$.

---

6In some settings, additive separability can be motivated by assumptions about primitives such as technology or preferences. See Brinch, Mogstad, and Wiswall (2017) for examples.
3.1. Computing the Bounds

Our approach for implementing Proposition 2 is to replace the possibly infinite-dimensional parameter space of functions \( \mathcal{M} \) by a finite-dimensional subset \( \mathcal{M}_{fd} \subseteq \mathcal{M} \).\(^7\)

The upper bound for the target parameter with this finite-dimensional subset is given by

\[
\beta_{fd}^* \equiv \sup_{m \in \mathcal{M}_{fd}} \Gamma^*(m) \quad \text{s.t.} \quad \Gamma_s(m) = \beta_s \quad \text{for all } s \in S,
\]

while \( \beta_{fd}^* \) is defined as the analogous infimum. Suppose that we specify \( \mathcal{M}_{fd} \) as the finite linear basis

\[
\mathcal{M}_{fd} \equiv \left\{ (m_0, m_1) \in \mathcal{M} : m_d(u, x) = \sum_{k=1}^{K_d} \theta_{dk} b_{dk}(u, x) \text{ for some } \{\theta_{dk}\}_{k=1}^{K_d}, \; d = 0, 1 \right\},
\]

where \( \{b_{dk}\}_{k=1}^{K_d} \) are known basis functions and \( \theta \equiv (\theta_0', \theta_1')' \) parameterizes functions in \( \mathcal{M}_{fd} \) with \( \theta_d \equiv (\theta_{d1}, \ldots, \theta_{dK_d})' \). The parameter space \( \mathcal{M} \) generates a parameter space

\[
\Theta \equiv \left\{ (\theta_0, \theta_1) \in \mathbb{R}^{K_0} \times \mathbb{R}^{K_1} : \left( \sum_{k=1}^{K_0} \theta_{0k} b_{0k}, \sum_{k=1}^{K_1} \theta_{1k} b_{1k} \right) \in \mathcal{M} \right\},
\]

for the finite-dimensional parameter \( \theta \). Using the linearity of the mappings \( \Gamma^* \) and \( \Gamma_s \) defined in (11) and (12), we write (20) as

\[
\beta_{fd}^* \equiv \sup_{(\theta_0, \theta_1) \in \Theta} \sum_{k=1}^{K_0} \theta_{0k} \Gamma_0^*(b_{0k}) + \sum_{k=1}^{K_1} \theta_{1k} \Gamma_1^*(b_{1k}) \quad \text{s.t.} \quad \sum_{k=1}^{K_0} \theta_{0k} \Gamma_0^*(b_{0k}) + \sum_{k=1}^{K_1} \theta_{1k} \Gamma_1^*(b_{1k}) = \beta_s \quad \text{for all } s \in S,
\]

where we have decomposed \( \Gamma^*(m) \equiv \Gamma_0^*(m_0) + \Gamma_1^*(m_1) \) with

\[
\Gamma_d^*(m_d) \equiv E \left[ \int_0^1 m_d(u, X) \omega_d^*(u, Z) \, d\mu^*(u) \right] \quad \text{for } d = 0, 1,
\]

and similarly for \( \Gamma_s(m) \equiv \Gamma_0^*(m_0) + \Gamma_1^*(m_1) \) with

\[
\Gamma_{ds}(m_d) \equiv E \left[ \int_0^1 m_d(u, X) \omega_{ds}(u, Z) \, d\mu^*(u) \right] \quad \text{for } d = 0, 1.
\]

If \( \Theta \) is a polyhedral set, and \( S \) is a finite set, then (22) is a finite-dimensional linear program. Linear programs are used routinely in empirical work involving quantile regressions, for example, Abadie, Angrist, and Imbens (2002), in part because they can be solved quickly and reliably. Whether a given shape restriction on \( \mathcal{M} \) translates into \( \Theta \) being polyhedral depends on the basis functions. In Appendix S2 of the Supplemental Material, we

\(^7\)This is as in sieve estimation methods (Chen (2007)), but our focus here is on computation rather than regularization.
discuss the Bernstein polynomial basis, which is particularly attractive in this regard. We also observe that for certain choices of bases, including the Bernstein polynomial basis, one can compute the integrals in the definitions of $\Gamma^*_d(b_{dk})$ and $\Gamma^*_d(b_{dk})$ analytically. For other cases, these one-dimensional integrals can be computed numerically.

In some situations, $\mathcal{M}$ can be replaced by a finite-dimensional set $\mathcal{M}_{fd}$ without affecting the bounds on the target parameter, that is, while ensuring $\beta^*_d = \beta^*$. This can be interpreted as an exact computational approach for determining nonparametric bounds on the target parameter. Suppose that $Z$ has discrete support and that the weight functions $(u, z) \mapsto \omega^*_d(u, z)$ for the target parameter are piecewise constant in $u$. Then define a partition $\{U_j\}_{j=1}^J$ of $[0,1]$ such that $\omega^*_d(u, z)$ and $1[u \leq p(z)]$ are constant (as functions of $u$) on each $U_j$.\(^8\) Let $\{x_1, \ldots, x_L\}$ denote the support of $X$ and then use

$$b_{jl}(u, x) \equiv 1[u \in U_j, x = x_l] \quad \text{for } 1 \leq j \leq J \text{ and } 1 \leq l \leq L$$

(25)
as the basis functions employed in the construction of $\mathcal{M}_{fd}$ in (21), with $K_d = JL$.

A linear combination of the basis functions (25) forms a constant spline as a function of $u$ over $[0, 1]$ for each $x$. The constant spline that provides the best mean squared error approximation to a given function $m_d(u, x)$ can be shown to be

$$\Pi m_d(u, x) \equiv \sum_{j=1}^J \sum_{l=1}^L E[m_d(U, x_l)|U \in U_j, X = x_l]b_{jl}(u, x).$$

(26)

This corresponds to taking $\theta_d(u, j) = E[m_d(U, x_l)|U \in U_j, X = x_l]$ for an element of (21), with the slight abuse of notation that $k = (j, l)$. The next proposition uses (26) to show that constant splines can reproduce the nonparametric bounds on the target parameter.

**Proposition 4:** Suppose that $Z$ has discrete support and that $\omega^*_d(u, z)$ are piecewise constant in $u$. Let $\{U_j\}_{j=1}^J$ be a partition of $[0, 1]$ such that $\omega^*_d(u, z)$ and $1[u \leq p(z)]$ are constant on $u \in U_j$ for any $z$. Suppose that $\mathcal{M}_{fd}$ is constructed using basis functions (25) and that $(\Pi m_0, \Pi m_1) \in \mathcal{M}$ for every $(m_0, m_1) \in \mathcal{M}$. Then $\beta^*_d = \beta^*$ and $\beta^*_d = \beta^*$.

Proposition 4 shows that one can solve the infinite-dimensional problems defining $\beta^*$ and $\beta^*$ exactly by solving (20) with $\mathcal{M}_{fd}$ consisting of constant splines. Besides requiring $Z$ to have discrete support, the result also assumes $(\Pi m_0, \Pi m_1) \in \mathcal{M}$ for every $m \in \mathcal{M}$.

The second condition requires that the constant spline generated from a MTR pair $m \in \mathcal{M}$ through (26) still belong to the parameter space $\mathcal{M}$. For certain shape restrictions, such as boundedness or monotonicity, $(m_0, m_1)$ satisfying the restriction implies the projection $(\Pi m_0, \Pi m_1)$ will satisfy them as well. As a result, in such applications, the

\(^8\)For example, if $u \mapsto \omega^*_d(u, z)$ is left-continuous, then we may set $U_j \equiv [u_{j-1}, u_j]$ and $U_j \equiv (u_{j-1}, u_j]$ for $2 \leq j \leq J$, where $\{u_j\}_{j=0}^J$ are the ordered unique elements of the union of $[0, 1]$, supp $p(Z)$, and the discontinuity points of $\{\omega^*_d(\cdot, z) : d \in [0, 1], z \in \text{supp } Z\}$. Moreover, if $\mu^*$ is absolutely continuous with respect to Lebesgue measure, then it suffices that $\omega^*_d(U, z)$ and $1[U \leq p(z)]$ be almost surely constant on $U_j$.

\(^9\)The assumption that $\omega^*_d(u, z)$ is piecewise constant in $u$ for fixed $z$ is not restrictive for common target parameters; see Table I. The requirement that $Z$ is discretely distributed can be relaxed, since when $Z_0$ has a continuous component, the MTR functions are point identified over the interior of the support of the propensity score. (This can be seen by slightly generalizing the local instrument variable argument of Heckman and Vytlacil (1999) to (14) and (15).) One can then apply Proposition 4 to the portion of the MTR functions that are not point identified by the continuous variation.
assumption \((\Pi m_0, \Pi m_1) \in \mathcal{M}\) is satisfied whenever \(\mathcal{M}\) includes piecewise constant functions. The latter condition can be relaxed to the assumption that \(\mathcal{M}\) includes functions that can approximate \((\Pi m_0, \Pi m_1)\) suitably well.\(^{10}\)

### 3.2. Estimation

So far, we have assumed that the researcher knows the population joint distribution of the observed data \((Y, D, Z)\). In practice, researchers typically model the observed data as a finite sample drawn from the population. Features of the distribution of observables must then be viewed as estimators subject to statistical error. In this section, we propose a modification of our procedure that allows for such error. In Appendix S3 of the Supplemental Material, we show that our proposed set estimator is consistent for the population identified set under weak conditions. In our working paper (Mogstad, Santos, and Torgovitsky (2017)), we develop a procedure that can be used for hypothesis testing and for constructing confidence intervals.

Suppose that \(\hat{\Gamma}^*, \hat{\Gamma}_s, \) and \(\hat{\beta}_s\) are consistent estimators of \(\Gamma^*, \Gamma_s, \) and \(\beta_s,\) respectively, and that \(S\) has a finite number of elements. We discuss construction of these estimators in Appendix S4 of the Supplemental Material. Using these estimators, we estimate \(\beta^*\) with

\[
\hat{\beta}^* \equiv \sup_{m \in \mathcal{M}} \hat{\Gamma}^*(m) \quad \text{s.t.} \quad \sum_{s \in S} |\hat{\Gamma}_s(m) - \hat{\beta}_s| \leq \inf_{m' \in \mathcal{M}} \sum_{s \in S} |\hat{\Gamma}_s(m') - \hat{\beta}_s| + \kappa_n, \tag{27}
\]

where \(\kappa_n > 0\) is a tuning parameter that converges to zero at an appropriate rate with the sample size, \(n.\) The analogous minimization problem provides an estimator \(\hat{\beta}^*\) for \(\beta^*.\) In addition to replacing \(\Gamma^*, \Gamma_s, \) and \(\beta_s,\) by estimators, these programs also differ from those in Proposition 2 in the way they handle the set \(\mathcal{M}_S\) of observationally equivalent MTR functions. Instead of constraining \(m\) to lie in this set as in (13), the constraint in (27) restricts attention to the subset of \(m \in \mathcal{M}\) that come closest to satisfying these constraints, up to a tolerance \(\kappa_n.\) This modification means that (27) will always have a feasible solution, so that our estimators \(\hat{\beta}^*\) and \(\hat{\beta}^*\) always exist.

Our conditions for consistency in Appendix S3 of the Supplemental Material are quite weak. In particular, they allow for \(|S|\) to be infinite and \(\mathcal{M}\) infinite-dimensional. To handle the former case, we generalize the constraint in (27) to allow for loss functions other than a (finite) sum of absolute deviations. However, the absolute deviations loss in (27) is attractive from a computational standpoint. Computing \(\hat{\beta}^*\) in this case requires two simple steps. First, one solves the program in the right-hand side of the constraint in (27). This can be reformulated as a linear program by adding slack variables for the positive and negative parts of \(\hat{\Gamma}_s(m') - \hat{\beta}_s.\) Second, one solves (27) and the analogous problem for \(\hat{\beta}^*,\) both of which can similarly be reformulated as linear programs. Since \(\kappa_n > 0,\) these programs will always be feasible. In practice, one would typically take \(\mathcal{M} = \mathcal{M}_{fd},\) which renders these programs finite-dimensional through the same argument as in (22) and (23).

\(^{10}\)Formally, if for every \(m = (m_0, m_1) \in \mathcal{M}_S\) and \(\Pi m = (\Pi m_0, \Pi m_1)\) there is a sequence \(m_n \in \mathcal{M}_S\) such that \(\Gamma^*(m_n) \to \Gamma^*(\Pi m)\), then Proposition 4 continues to hold. The assumption that \((\Pi m_0, \Pi m_1) \in \mathcal{M}\) for every \(m \in \mathcal{M}\) is simply a sufficient condition for this more general requirement.
4. APPLICATIONS OF THE METHOD

4.1. Partial Identification of Policy Relevant Treatment Effects

The policy relevant treatment effect (PRTE) is the average causal effect on \( Y \) of changing from a baseline policy to an alternative policy that provides different incentives to participate in treatment (Heckman and Vytlacil (1999, 2005)). In many situations, this policy comparison does not directly correspond to the variation in treatment induced by the instrument, so the PRTE is not point identified. In this section, we discuss how researchers can use our method to construct bounds on the PRTE in such cases.

Consider a policy \( a \) that operates by changing factors that affect an agent’s treatment decision. We follow Heckman and Vytlacil (1999, 2005) in assuming that \( a \) has no direct effect on the potential outcomes \( (Y_0, Y_1) \), and in particular that it does not affect the parameter space \( \mathcal{M} \) of admissible MTR functions. This assumption is similar to the exclusion restriction. The policy can then be summarized by a propensity score and instrument pair \((p, Z)\). Treatment choice under policy \( a \) is given by

\[
D^a \equiv \mathbb{I}[U \leq p^a(Z^a)],
\]

where \( U \) is the same unobservable term as in the selection equation for the status quo policy, \( D \). The outcome of \( Y \) that would be observed under the new policy is therefore

\[
Y^a = D^a Y_1 + (1 - D^a) Y_0.
\]

The PRTE of policy \( a_1 \) relative to another policy \( a_0 \) is defined as

\[
\text{PRTE} = \frac{E[Y^{a_1}] - E[Y^{a_0}]}{E[D^{a_1}] - E[D^{a_0}]}, \tag{28}
\]

where we assume that \( E[D^{a_1}] \neq E[D^{a_0}] \).

In Table I, we provide weights \( \omega^*_0 \) and \( \omega^*_1 \) that can be used to express the PRTE as a target parameter \( \beta^* \) with the form given in (6) for different policies \( a_0 \) and \( a_1 \). After choosing the weights that correspond to the policy comparison of interest, our method can be used to estimate bounds for the PRTE. These bounds can be fully nonparametric, but they can also incorporate parametric or shape restrictions if desired.

The way in which different policy comparisons translate into different weights is illustrated in Table I through the three specific examples considered by Carneiro, Heckman, and Vytlacil (2011). Each of these comparisons is between a hypothetical policy \( a_1 \) and the status quo policy \( a_0 \), the latter of which is characterized by the pair \((p^{a_0}, Z^{a_0}) = (p, Z)\) observed in the data. The comparisons are: (i) an additive \( \alpha \) change in the propensity score, that is, \( p^{a_1} = p + \alpha \); (ii) a proportional \((1 + \alpha)\) change in the propensity score, that is, \( p^{a_1} = (1 + \alpha)p \); and (iii) an additive \( \alpha \) shift in the distribution the \( j \)th component of \( Z \), that is, \( Z^{a_1} = Z + \alpha e_j \), where \( e_j \) is the \( j \)th unit vector. The first and second of these represent policies that increase (or decrease) participation in the treatment by a given amount \( \alpha \) or a proportional amount \((1 + \alpha)\). The third policy represents the effect of shifting the distribution of a variable that impacts treatment choice.

---

11If this assumption is a concern, one can also define the PRTE as \( E[Y^{a_1}] - E[Y^{a_0}] \); see Heckman and Vytlacil (2001a) or pp. 380–381 of Carneiro, Heckman, and Vytlacil (2010). Our approach directly applies to this definition as well.
In all of these definitions, $\alpha$ is a quantity that could either be hypothesized by the researcher, estimated from some auxiliary choice model, or extrapolated from the estimated propensity score under parametric assumptions. For example, in the application in our working paper (Mogstad, Santos, and Torgovitsky (2017)), we estimate the value of $\alpha$ by parametrically extrapolating a demand curve fit with experimentally varied prices. Since $\alpha$ is interpretable in terms of the change of treatment participation probability, a simpler approach is to just specify a value of $\alpha$ that represents an empirically interesting change in the probability of choosing treatment.

4.2. Extrapolation of Local Average Treatment Effects

Imbens and Angrist (1994) showed that the LATE is point identified under the assumptions considered in this paper. As argued by Imbens (2010, pp. 414–415), it is desirable to report both the LATE, with its high internal validity, but possibly limited external validity, and extrapolations of the LATE to larger or different populations. We now show how to use our method to perform this type of extrapolation, thereby allowing researchers to assess the sensitivity of a given LATE estimate to an expansion (or contraction) of the complier subpopulation.

For doing this, it is useful to connect the LATE parameter to the PRTE. To see the relationship, suppose that there are no covariates $X$, that is, $Z = Z_0$, and suppose that $Z_0$ is binary. Consider the PRTE that results from comparing a policy $a_1$ under which every agent receives $Z = 1$ against a policy $a_0$ under which every agent receives $Z = 0$. Choices under these policies are

$$D^{a_0} \equiv 1[U \leq p(0)] \quad \text{and} \quad D^{a_1} \equiv 1[U \leq p(1)],$$

where $p(1) > p(0)$ are the propensity score values in the observed data. The PRTE for this policy comparison is

$$\frac{E[Y^{a_1}] - E[Y^{a_0}]}{E[D^{a_1}] - E[D^{a_0}]} = \frac{E[(D^{a_1} - D^{a_0})(Y_1 - Y_0)]}{p(1) - p(0)}$$

$$= E[Y_1 - Y_0 \mid U \in (p(0), p(1))], \quad (29)$$

where we used $D^{a_1} - D^{a_0} = 1[U \in (p(0), p(1))]$. The right-hand side of (29) is precisely the LATE as defined by Imbens and Angrist (1994).

Extrapolation of the LATE amounts to changing $p(0)$, $p(1)$, or both. For example, suppose that the researcher wants to examine the sensitivity of the LATE to an expansion of the complier subpopulation that includes individuals with lower willingness to pay for treatment. This sensitivity check corresponds to shifting $p(1)$ to $p(1) + \alpha$ for $\alpha > 0$. Arguing as in (29), the extrapolated LATE can be shown to be

$$\text{PRTE}(\alpha) = E[Y_1 - Y_0 \mid U \in (p(0), p(1) + \alpha)]. \quad (30)$$

PRTE(\alpha) is still a LATE as defined by Heckman and Vytlacil (2005), but one that is not point identified by the IV estimand unless $\alpha = 0$. As we discussed in the previous section, we can use our method to bound PRTE(\alpha) for $\alpha > 0$. To gain some intuition on the determinants of these bounds, we write PRTE(\alpha) as

$$\text{PRTE}(\alpha) = \left(\frac{p(1) - p(0)}{\alpha + p(1) - p(0)}\right)\text{LATE} + \left(\frac{1}{\alpha + p(1) - p(0)}\right) \int_{p(1)}^{p(1) + \alpha} m_1(u) - m_0(u) \, du,$$
where LATE is the usual point identified LATE in (29). This decomposition shows that the conclusions that can be drawn about PRTE(α) depend on what can be said about \( m_1(u) - m_0(u) \) for \( u \in [p(1), p(1) + \alpha] \). Therefore, restrictions on the parameter space \( \mathcal{M} \) of admissible MTR pairs translate directly into restrictions on the possible values of PRTE(α). For example, if we know bounds on the support of \( Y \), which is always the case if \( Y \) is binary or discrete, then even nonparametric bounds can be informative about PRTE(α).

Our method allows a researcher to formally and transparently balance their desire for robust assumptions against their desire for broader extrapolation. Stronger assumptions are reflected through a more restrictive parameter space \( \mathcal{M} \) of admissible MTR pairs. Less ambitious extrapolations are reflected through smaller values of \( \alpha \). For a given \( \alpha \), more restrictive specifications of \( \mathcal{M} \) yield smaller bounds, while for a given specification of \( \mathcal{M} \), smaller values of \( \alpha \) also yield smaller bounds. Both margins can be smoothly adjusted, with point identification obtained as a limiting case as \( \alpha \to 0 \). We illustrate this tradeoff in our numerical example in Section 5.

4.3. Testable Implications

If the set \( \mathcal{M}_S \) is empty, then the model is misspecified: There does not exist a pair of MTR functions \( m \) that is in the parameter space \( (m \in \mathcal{M}) \), and which could have generated the observed data. If \( \mathcal{M} \) is an unrestricted class of functions, then this is attributable to a falsification of selection equation (2) together with Assumptions I. The testable implications of these assumptions for the IV model are well-known; see, for example, Balke and Pearl (1997), Imbens and Rubin (1997), and Kitagawa (2015). On the other hand, if other restrictions have been placed on \( \mathcal{M} \), then misspecification could be due either to the failure of (2) with Assumptions I, or the specification of \( \mathcal{M} \), or both.

In our framework, this reasoning can be used more generally to provide testable implications about properties of the underlying MTR functions. For example, Table I reports the weights that correspond to the quantity \( E[Y_0|D = 1] - E[Y_0|D = 0] \). This quantity is often described as a measure of selection bias, since it captures the extent to which average untreated outcomes differ solely on the basis of treatment status. The weights provide a linear mapping \( \Gamma_{\text{sel}}^* \) such that \( \Gamma_{\text{sel}}^*(m) \) indicates the amount of selection bias under an MTR pair \( m \). Suppose that we restrict \( \mathcal{M} \) to contain only MTR pairs \( m \) for which \( \Gamma_{\text{sel}}^*(m) = 0 \). Then, rejecting the null hypothesis that \( \mathcal{M}_S \) is nonempty can be interpreted as rejecting the hypothesis that there is no selection bias, as long as (2), Assumptions I, and any other restrictions on \( \mathcal{M} \) are not deemed suspect.

Alternatively, one might be interested in testing the joint hypothesis that there is no selection on unobservables, that is, no selection bias and no selection on the gain. Weights for a typical measure of selection on the gain are provided in Table I. These, too, provide a linear mapping \( \Gamma_{\text{gain}}^* \) on the set of MTR pairs \( \mathcal{M} \). The hypothesis that there is no selection on unobservables would be rejected if we were to reject the null hypothesis that \( \mathcal{M}_S \) is nonempty when \( \mathcal{M} \) is restricted to contain only MTR pairs \( m \) for which \( \Gamma_{\text{sel}}^*(m) = \Gamma_{\text{gain}}^*(m) = 0 \).

5. NUMERICAL ILLUSTRATION

In this section, we illustrate how to use our method to construct nonparametric bounds on treatment parameters of interest, and how shape restrictions and parametric assumptions can be used to tighten these bounds.
5.1. The Data Generating Process

We consider a simple example with a trinary instrument, \( Z \in \{0, 1, 2\} \), with \( P(Z = 0) = 0.5 \), \( P(Z = 1) = 0.4 \), and \( P(Z = 2) = 0.1 \). The propensity score is specified as \( p(0) = 0.35 \), \( p(1) = 0.6 \), and \( p(2) = 0.7 \). We take the outcome \( Y \in \{0, 1\} \) to be binary and restrict \( \mathcal{M} \) to contain only MTR pairs that are bounded between 0 and 1. The data are generated using the MTR functions

\[
\begin{align*}
    m_0(u) &= 0.6b^2_0(u) + 0.4b^2_1(u) + 0.3b^2_2(u) \\
    m_1(u) &= 0.75b^2_0(u) + 0.5b^2_1(u) + 0.25b^2_2(u),
\end{align*}
\]

where \( b^2_k \) is the \( k \)th Bernstein basis polynomial of degree 2.\(^{12}\)

5.2. IV Estimand, Weights, and Target Parameter

Figure 1 contains two plots with two vertical axes. The left plot is for \( d = 0 \), while the right plot is for \( d = 1 \), and both vertical axes apply to both plots. The left axis measures weight functions, which are indicated in shades of gray and, for the sake of clarity, are not drawn over regions where they are zero. The darker weights correspond to \( \omega_{ds} \) when \( s(D, Z) \) is taken to be (10) so that \( \beta_s \) is the IV slope coefficient estimand (7) from using \( Z \) as an instrument for \( D \). These weights are positive between the smallest and largest values of the propensity score, that is, from \( p(0) = 0.35 \) to \( p(2) = 0.7 \), and they change value at \( p(1) = 0.6 \).

As shown by Imbens and Angrist (1994), three LATEs are nonparametrically point identified in this setting: LATE(0.35, 0.6), LATE(0.35, 0.7), and LATE(0.6, 0.7). Suppose that the researcher wants to examine the sensitivity of these average causal effects to an expansion of the complier subpopulation. Then they might be interested in the target

---

\(^{12}\)Appendix S2 of the Supplemental Material contains the definition of the Bernstein polynomials, along with a discussion of some useful properties of the Bernstein polynomial basis.
parameter

\[ \text{LATE}(0.35, 0.9) \equiv E[Y_1 - Y_0 | U \in (0.35, 0.9)] \]

The weights for this parameter are drawn in medium gray in Figure 1. As shown in Table I, the weights are constant over \([0.35, 0.9]\) with magnitude \((0.9 - 0.35)^{-1} \approx 1.81\).

The right vertical axis in Figure 1 measures MTR functions for both the \(d = 0\) and \(d = 1\) plots. The MTR functions that were used to generate the data, that is, (31), are plotted in black. These MTR functions imply a value of approximately 0.074 for the IV slope coefficient. By Proposition 1, this value is equal to the integral of the product of the black and dark gray functions, summed over the \(d = 0\) and \(d = 1\) plots. Similarly, these MTR functions imply a value of approximately 0.046 for \(\text{LATE}(0.35, 0.9)\) through an analogous sum of integrals using the medium gray weights.

5.3. Bounds on the Target Parameter

Figure 2 is like Figure 1, except the MTR functions that are plotted yield the nonparametric upper bound on \(\text{LATE}(0.35, 0.9)\), computed using a constant spline as discussed in Section 3.1.\(^{13}\) The pair \(m \equiv (m_0, m_1)\) in this plot is generated by trying to make \(m_1\) as large as possible, and \(m_0\) as small as possible, on the support of the medium gray weights, while still yielding a value of 0.074 for the IV slope coefficient determined by the dark gray weights. These MTR functions imply a value of 0.5 for the target parameter \(\text{LATE}(0.35, 0.9)\), which is the largest value that is consistent with the IV slope estimand. There are multiple pairs of MTR functions with this property. In particular, notice that neither weight is positive over the region \([0, 0.35]\), so that MTR pairs may be freely adjusted on this region without changing the implied values of the IV slope estimand or

\[
\text{Nonparametric bounds: } [-0.421, 0.500] 
\]

\[\text{FIGURE 2.—Maximizing MTRs when using only the IV slope coefficient.}\]

\(^{13}\)This amounts to solving two linear programs. We wrote these programs in AMPL (Fourer, Gay, and Kernighan (2002)) and solved them with Gurobi (Gurobi Optimization (2015)).
Nonparametric bounds: [-0.411,0.500]

LATE(0.35, 0.9). The lower bound of −0.421 indicated in Figure 2 is obtained through an analogous minimization problem that follows the same logic.

Figure 3 repeats this exercise while including a second IV-like estimand. The second estimand is the OLS slope coefficient, whose weights are drawn in light gray. Notice that, whereas the medium and dark gray weights are symmetric between \( d = 0 \) and \( d = 1 \) in the sense of having the same magnitude but different signs, the light gray weights for the OLS slope coefficient are asymmetric. A maximizing or minimizing MTR pair must yield the implied values for both the IV slope coefficient and the OLS slope coefficient, which is approximately 0.253. In this DGP, the additional constraint from the OLS slope coefficient has no effect on the upper bound of LATE(0.35, 0.9), but does tighten the lower bound slightly from −0.421 to −0.411.

In Figure 4, instead of using \( Z \) as a single instrument, we split \( Z \) into two binary indicators, \( 1[Z = 2] \) and \( 1[Z = 3] \), to create two IV slope estimands. This tightens both bounds on LATE(0.35, 0.9) considerably. The tightest possible nonparametric bounds are obtained in Figure 5, which includes a collection of six IV-like specifications that is rich enough to satisfy the conditions of Proposition 3. The resulting bounds of \([-0.138, 0.407]\) are the sharp nonparametric bounds for LATE(0.35, 0.9).

The bounds in Figure 5 can be tightened by imposing nonparametric shape restrictions. For example, in Figure 6, the MTR functions are restricted to be decreasing like the DGP MTR functions shown in Figure 1. This tightens the sharp identified set for LATE(0.35, 0.9) by ruling out non-decreasing MTR pairs like the one shown in Figure 5. Even tighter bounds can be obtained by also requiring the MTR functions to be smooth. This may be a desirable a priori assumption if one believes that the jump-discontinuous MTR pairs in Figure 6 are sufficiently poorly behaved as to be an unlikely description of the relationship between selection unobservables, \( U \), and potential outcomes, \( Y_0 \) and \( Y_1 \). For example, in Figure 7, the MTR functions are restricted to be decreasing and characterizable by a polynomial of order 9. This eliminates the possibility of non-smooth MTR functions like those in Figure 6, and in this example reduces the bounds to [0, 0.067].
Nonparametric bounds: $[-0.320, 0.407]$

5.4. Tradeoffs Between Tightness and Extrapolation

Figure 8 illustrates how the bounds change as the parameter of interest changes. In particular, instead of LATE$(0.35, 0.9)$, we construct bounds on

$$\text{LATE}(0.35, \bar{u}) \equiv E[Y_1 - Y_0 | U \in (0.35, \bar{u})],$$

for different values of $\bar{u}$, using the same specification as in Figure 7. Sharp lower and upper bounds on this parameter are given by the gray curves. As evident from Figure 8, the
Nonparametric bounds, MTRs decreasing: [-0.095,0.077]

Figure 6.—Maximizing MTRs when restricted to be decreasing.

bounds collapse to a point for $\bar{u} = 0.6$ and $0.7$, that is, the two other points of support for the propensity score. For these values of $\bar{u}$, LATE$(0.35, \bar{u})$ is a point identified LATE as in Imbens and Angrist (1994). For other values of $\bar{u}$, this parameter is not point identified, such as for $\bar{u} = 0.9$, which is indicated by the dotted vertical line. For $\bar{u}$ between 0.6 and 0.7, the bounds are very tight, as shown in the magnified region. As $\bar{u}$ decreases from 0.6 or increases above 0.7, the bounds widen.

Order 9 polynomial bounds, MTRs decreasing: [0.000,0.067]

Figure 7.—Maximizing MTRs when further restricted to be a 10th-order polynomial.
This property reflects the increasing difficulty of drawing inference about a parameter the more dissimilar it is from what was observed in the data, that is, the more extrapolation it requires. Given a desired tightness of the bounds, a more ambitious extrapolation can be obtained only by imposing stronger assumptions. Given a set of assumptions, tighter bounds can be obtained only by less ambitious extrapolations. Our framework allows the researcher to achieve bounds that are as narrow as they desire, while requiring them to honestly acknowledge the strength of their assumptions and the degree of extrapolation involved in their counterfactual.

6. DISCUSSION: WHEN TO USE OUR METHOD

We have proposed a method for using instrumental variables to draw inference about a wide range of treatment parameters other than the LATE. This enables researchers to learn about causal effects for a broad range of individuals, not just those who are affected by the instrument observed in the data. The ability to do this is critical to ensuring that estimates obtained through IV strategies are both externally valid and relevant to policy. An important aspect of our method is that it allows the researcher a large amount of flexibility in choosing a parameter of interest, and in choosing auxiliary identifying assumptions that can be used to help tighten their empirical conclusions.

Our method can be used to analyze conventional treatment parameters such as the ATE, the ATT, and the ATU. These parameters are relevant for policy counterfactuals that hypothesize mandating a choice of treatment. However, many policy discussions focus on interventions that change the costs or benefits of choosing certain activities, while still allowing individuals to freely select into these activities. Our method is especially useful for these settings, since it allows researchers to draw inference about target parameters in the class of PRTEs. These parameters are useful for analyzing interventions that influence (but may not fully determine) an individual’s treatment choice, for example by
changing the costs associated with the treatment alternatives. These types of interventions will often involve extrapolation to new environments, which makes our focus on partial identification natural.

Partial identification approaches are sometimes criticized for yielding empirical conclusions that are insufficiently informative for practitioners. Computational methods, such as the one proposed in this paper, are useful tools for answering this criticism. The flexibility of our framework means that a researcher can smoothly adjust their policy question (target parameter), or the assumptions they are willing to maintain, in a way that approaches point identification as a special case. As a result, the tightness of the bounds they report is at their discretion, while still being disciplined by the reality that stronger conclusions require stronger assumptions.

One common empirical setting for which our method is particularly well suited is when the instrument is based on the lack of pattern or predictability in a natural event that cannot be shifted by policy, such as the weather (Angrist, Graddy, and Imbens (2000), Miguel, Satyanath, and Sergenti (2004)), or the gender composition of children (Angrist and Evans (1998), Black, Devereux, and Salvanes (2005)). Instruments derived from such “natural experiments” are popular in empirical work due to their apparent exogeneity. However, the associated LATEs can have low external validity, since the group of individuals whose behavior is affected by a natural experiment is likely to be different from the group of individuals who would be affected under an interesting policy counterfactual. Our method can be used to rigorously address this critique by analyzing the sensitivity of the empirical conclusions to the size or composition of the group affected by the natural experiment.

Another common application for our method is when the instrument represents a past policy change, but the researcher is interested in the effect of expanding or contracting the policy. In this case, standard IV methods already identify the causal effect for individuals whose treatment choice was affected by the prior policy change. However, using the previous change to inform about a new expansion requires extrapolation. Our method can be used to conduct this extrapolation rigorously. For example, in our working paper (Mogstad, Santos, and Torgovitsky (2017)), we apply our method to analyze how actual and counterfactual price subsidies affect the adoption and usage of antimalarial bed nets in Kenya. Our results there suggest that generous subsidy regimes encourage usage among individuals who would otherwise not use a bed net, albeit at a high cost of subsidizing other inframarginal individuals.

APPENDIX: PROOFS

PROOF OF PROPOSITION 1: Using equation (1), we first note that

\[ \beta_s = E[s(D, Z)DY_1] + E[s(D, Z)(1 - D)Y_0]. \]

Using equation (2) with Assumptions I.1 and I.2, observe that the first term of (32) can be written as

\[ E[s(D, Z)DY_1] = E[s(D, Z)1[U \leq p(Z)]E[Y_1|U, Z]] \]

\[ \equiv E[s(1, Z)1[U \leq p(Z)]m_1(U, X)], \]

\[ (33) \]
where the first equality follows because \( s(D, Z)D \) is a deterministic function of \((U, Z)\), and the second equality uses the definition of \( m_1 \) and I.2, together with the identity that

\[
s(D, Z)1 \leq p(Z) [1 = s(1 \leq p(Z)), Z] = s(1 \leq p(Z))] = s(1, Z)1 \leq p(Z)].
\]

Using the normalization that the distribution of \( U \) conditional on \( Z \) is uniformly distributed on \([0, 1]\) for any realization of \( Z \), it follows from (33) that

\[
E[s(D, Z)DY] = E[E[s(1, Z)1 \leq p(Z)]m_1(U, X)1 \leq p(Z)]
\]

\[
= E \left[ \int_0^1 s(1, Z)1 \leq p(Z)]m_1(u, X) du \right]
\]

\[
= E \left[ \int_0^1 \omega_{s}(u, Z)m_1(u, X) du \right].
\]

The claimed result follows after applying a symmetric argument to the second term on the right-hand side of equation (32). Q.E.D.

**PROOF OF PROPOSITION 2:** Since \( \Gamma \) : \( \mathcal{M} \rightarrow \mathbb{R} \) is linear for every \( s \in \mathcal{S} \), it follows from convexity of \( \mathcal{M} \) that \( \mathcal{M}_s \) is convex as well. (Note that the empty set is trivially convex.) If \( \mathcal{M}_s \) is empty, then by definition we also have \( B^*_s = \emptyset \). On the other hand, if \( \mathcal{M}_s \neq \emptyset \), then the linearity of \( \Gamma^* : \mathcal{M} \rightarrow \mathbb{R} \) implies that \( B^*_s = \Gamma^*(\mathcal{M}_s) \subseteq \mathbb{R} \) is a convex set, and so its closure is \( \inf_{m \in \mathcal{M}_s} \Gamma^*(m), \sup_{m \in \mathcal{M}_s} \Gamma^*(m) = \\left[ B^*, \beta^* \right] \). Q.E.D.

**PROOF OF PROPOSITION 3:** For notational simplicity, we define the set

\[
\mathcal{M}_{\text{id}} \equiv \{ m \in \mathcal{M} : m \text{satisfies (14) and (15) almost surely} \}.
\]

For any \( m \equiv (m_0, m_1) \in \mathcal{M}_{\text{id}} \) and \( s \in \mathcal{S} \), we obtain from the definition of \( \beta_s \) that

\[
\beta_s = E[s(D, Z)E[Y|D, Z]] = \sum_{d \in \{0, 1\}} E[1[D = d]s(d, Z)E[Y|D = d, Z]].
\]

Examining the \( d = 0 \) term in the summation, we obtain

\[
E[1[D = 0]s(0, Z)E[Y|D = 0, Z]]
\]

\[
= E \left[ 1[D = 0]s(0, Z) \frac{1}{1 - p(Z)} \int_0^1 m_0(u, X) du \right]
\]

\[
= E \left[ 1[D = 0] \frac{1}{1 - p(Z)} \int_0^1 m_0(u, X)\omega_{0s}(u, Z) du \right]
\]

\[
= E \left[ \int_0^1 m_0(u, X)\omega_{0s}(u, Z) du \right],
\]

where the first equality follows from \( m \in \mathcal{M}_{\text{id}} \) satisfying (14), the second equality uses the definition \( \omega_{0s}(u, z) = s(0, z)1[u > p(z)] \), and the final equality is implied by \( P(D = 0|Z) = 1 - p(Z) \). By analogous arguments, we also obtain

\[
E[1[D = 1]s(1, Z)E[Y|D = 1, Z]] = E \left[ \int_0^1 m_1(u, X)\omega_{s1}(u, Z) du \right].
\]
Together, (34), (35), and (36) imply that $\Gamma_s(m) = \beta_s$. In particular, since $s \in \mathcal{S}$ and $m \in \mathcal{M}_{id}$ were arbitrary, we conclude that $\mathcal{M}_{id} \subseteq \mathcal{M}_s$, as claimed.

Next, suppose $\mathcal{S} = \{s(d, z) = \mathbbm{1}[d = d']f(z) : (d', f) \in \{0, 1\} \times \mathcal{F}\}$ and that the closed linear span of $\mathcal{F}$ is equal to $L^2(Z)$. Then note that for any $m \in \mathcal{M}_s$ and $s \in \mathcal{S}$ with the structure $s(d, z) = \mathbbm{1}[d = 0]f(z)$, we obtain by definition of $\beta_s$ and $\Gamma_s$ that

$$E[Y \mathbbm{1}[D = 0]f(Z)] = \beta_s = \Gamma_s(m) = E\left[\int_{p(Z)}^1 m_0(u, X) \, du \times f(Z)\right], \quad (37)$$

where the second equality follows from $m \in \mathcal{M}_s$ and the final equality is due to $\omega_{0s}(u, z) = \mathbbm{1}[u > p(z)]s(0, z)$ and $s(0, z) = \mathbbm{1}[0 = 0]f(z)$. Furthermore, define

$$\Delta(Z) \equiv E[Y \mathbbm{1}[D = 0]| Z] - \int_{p(Z)}^1 m_0(u, X) \, du, \quad (38)$$

and note that (37) implies that $E[\Delta(Z)f(Z)] = 0$ for all $f \in \mathcal{F}$. Since $E[Y_0^2] < \infty$ by Assumption I.2 and $E[\int m_0^2(u, X) \, du] < \infty$, Jensen’s inequality implies that $\Delta \in L^2(Z)$. Thus, since $E[\Delta(Z)f(Z)] = 0$ for all $f \in \mathcal{F}$ and the closed linear span of $\mathcal{F}$ equals $L^2(Z)$, we conclude that $\Delta(Z)$ is almost surely 0. EQUIVALENTLY, since $P(D = 0|Z) = 1 - p(Z)$ by definition of $p(Z)$, we obtain whenever $1 - p(Z) > 0$ that

$$E[Y|D = 0, Z] = \frac{1}{1 - p(Z)} \int_{p(Z)}^1 m_0(u, X) \, du \quad (39)$$

almost surely, that is, $m_0$ satisfies (14). Analogous arguments imply that $m_1$ satisfies (15). Since $(m_0, m_1) = m \in \mathcal{M}_s$ was arbitrary, we conclude that $\mathcal{M}_s \subseteq \mathcal{M}_{id}$, which together with (16) establishes (17).

Q.E.D.

**Proof of Proposition 4**: We prove the proposition for the upper bound of the target parameter. The proof for the lower bound follows by identical arguments.

Observe that since $\mathcal{M}_{id} \subseteq \mathcal{M}$ by definition of $\mathcal{M}_{id}$, we can immediately conclude that $\overline{\beta}_{id}^* \leq \overline{\beta}_s^*$. To establish the opposite inequality, we show that $\Gamma_{ds}(\Pi m_d) = \Gamma_{ds}(m_d)$ for any $(m_0, m_1) \in \mathcal{M}$, where $\Pi m_d$ is defined as in (26). As shorthand, let $\mu_{jl} = E[m_d(U, x_i)|U \in \mathcal{U}_j, X = x_i]$ in the definition of $\Pi m_d$. Then

$$\Gamma_{ds}(\Pi m_d) \equiv E\left[\int \left(\sum_{j=1}^J \sum_{l=1}^L u_{jl} b_{jl}(u, X)\right) \omega_{ds}(u, Z) \, du\right]$$

$$= E\left[\sum_{l=1}^L \mathbbm{1}[X = x_i] \sum_{j=1}^J \int_{\mathcal{U}_j} \mu_{jl} \omega_{ds}(u, Z) \, du\right]$$

$$= E\left[\sum_{l=1}^L \mathbbm{1}[X = x_i, Z = z_{lk}] \sum_{j=1}^J \int_{\mathcal{U}_j} \mu_{jl} \omega_{ds}(u, z_{lk}) \, du\right], \quad (40)$$

where the second equality uses the definition of $b_{jl}$ in (25), and the third equality follows after enumerating the support of $Z$, conditional on $X = x_i$, as $\{z_{lk}\}_{k=1}^{K_l}$. Since $\mathcal{U}_j$ is assumed
to be constructed so that $1[u \leq p(z)]$, and hence $\omega_{ds}(u, z)$ are constant over $\mathcal{U}_j$, it follows that

$$
\sum_{j=1}^{J} \int_{\mathcal{U}_j} \mu_{ij} \omega_{ds}(u, z_{ik}) \, du
= \sum_{j=1}^{J} \int_{\mathcal{U}_j} E[m_d(U, x_i) \mid U \in \mathcal{U}_j, X = x_i] \omega_{ds}(u, z_{ik}) \, du
= \sum_{j=1}^{J} \int_{\mathcal{U}_j} m_d(u, x_i) \omega_{ds}(u, z_{ik}) \, du
= \int_{0}^{1} m_d(u, x_i) \omega_{ds}(u, z_{ik}) \, du,
$$

where the second and third equalities used the normalization that $U$ is uniformly distributed over $[0, 1]$, conditional on $X$. Substituting (41) into (40), we have

$$
\Gamma_{ds}(\Pi m_d) = E \left[ \sum_{l=1}^{L} \sum_{k=1}^{K_l} \mathbb{1}[X = x_l, Z = z_{lk}] \int_{0}^{1} m_d(u, x_l) \omega_{ds}(u, z_{lk}) \, du \right]
= E \left[ \int_{0}^{1} m_d(u, X) \omega_{ds}(u, Z) \, du \right] \equiv \Gamma_{ds}(m_d),
$$

as claimed. An identical argument yields $\Gamma^*_s(m_d) = \Gamma^*_s(\Pi m_d)$. Given the assumption that $\Pi m \equiv (\Pi m_0, \Pi m_1) \in \mathcal{M}_{fd}$ for every $m \in \mathcal{M}$, it follows that

$$
\bar{\beta}^*_f \equiv \sup_{m \in \mathcal{M}} \{ \Gamma^*(m) \text{ s.t. } \Gamma_s(m) = \beta_s \text{ for all } s \in S \}
= \sup_{m \in \mathcal{M}} \{ \Gamma^*(\Pi m) \text{ s.t. } \Gamma_s(\Pi m) = \beta_s \text{ for all } s \in S \}
\leq \sup_{\tilde{m} \in \mathcal{M}_{fd}} \{ \Gamma^*(\tilde{m}) \text{ s.t. } \Gamma_s(\tilde{m}) = \beta_s \text{ for all } s \in S \} \equiv \bar{\beta}_f^*.
\tag{42}
$$

We conclude that $\bar{\beta}_f^* = \bar{\beta}^*$.
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