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This paper is about measuring state dependence in dynamic discrete outcomes. I de-
velop a nonparametric dynamic potential outcomes (DPO) model and propose an array
of parameters and identifying assumptions that can be considered in this model. I show
how to construct sharp identified sets under combinations of identifying assumptions
by using a flexible linear programming procedure. I apply the analysis to study state de-
pendence in unemployment for working age high school educated men using an extract
from the 2008 Survey of Income and Program Participation (SIPP). Using only non-
parametric assumptions, I estimate that state dependence accounts for at least 30–40%
of the four-month persistence in unemployment among high school educated men.

KEYWORDS: State dependence, unemployment, nonparametric, partial identifica-
tion, linear programming, dynamic discrete choice, moment inequalities.

1. INTRODUCTION

SUPPOSE THAT A RESEARCHER OBSERVES A BALANCED PANEL CONSISTING of a binary
outcome Yit ∈ {0�1} at time periods t = 0�1� � � � �T for a cross-section of agents indexed by
i. The researcher’s goal is to determine to what extent the outcome in the previous period,
Yi(t−1), has a causal effect on the current period outcome, Yit . For example, Heckman
(1981a) studied whether past employment has a causal effect on future employment for
married women. A negative causal effect could arise from search costs, human capital
depreciation during non-employment, or quality signaling in hiring processes (“stigma”
or “scarring” effects), among other explanations. Such an effect is commonly described
as state dependence, or “true” state dependence for emphasis.

Positive serial correlation in employment outcomes Yi ≡ (Yi0�Yi1� � � � �YiT ) does not
necessarily indicate state dependence. An alternative explanation is that individuals have
persistent latent heterogeneity in their propensities for employment and, as a result,
some individuals are always more likely to be employed than others (Heckman and Willis
(1977), Heckman (1978, 1981a)). This would lead to positive serial correlation in observed
employment outcomes even if there is no state dependence in employment.
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The difference between these two explanations has important implications for the
design and long-run efficacy of active labor market programs (Heckman (1978, 1981a,
1981b)). It is therefore important to have convincing econometric methods to quantify
the degree to which persistence in employment is due to state dependence. In order to
be convincing, these econometric methods must first address the difficult identification
problem of distinguishing state dependence from persistent unobserved heterogeneity.

The main contribution of this paper is the development of a new nonparametric frame-
work for tackling this problem. The framework is a dynamic potential outcomes (DPO)
model, the premise of which is simple to state. Given a binary outcome Yit ∈ {0�1} for
agent i at time t, let Uit(0) and Uit(1) be two latent binary variables that represent the
potential outcomes that would have been realized had the prior period outcome, Yi(t−1),
counterfactually been 0 or 1, respectively. The observed outcome is therefore related to
the potential outcomes as

Yit = Yi(t−1)Uit(1)+ (1 −Yi(t−1))Uit(0)�

The model primitive is the joint distribution of Uit(0), Uit(1) across all time periods.1
This model can be used to construct a number of measures of state dependence, includ-

ing common measures such as the average treatment effect. I discuss several parameters
that provide different measures of state dependence, and I show that they are usually
not point identified. For three of them, I derive sharp worst-case bounds that use only
the empirical evidence. The bounds are quite wide. In particular, the bounds imply that
empirical evidence alone is never informative enough to reject the hypothesis of no state
dependence. At the same time, the empirical evidence alone is also never informative
enough to reject the hypothesis that all of the observed persistence in the data is due to
state dependence.

I propose several additional nonparametric assumptions that can be maintained for
more informative inference. The assumptions concern the temporal dependence and sta-
tionarity of the potential outcomes, as well as their relationships with other observed
covariates. These assumptions are fully nonparametric and have intuitive interpretations.
For additional interpretation, I consider the DPO model that is implied by a dynamic
model of a forward-looking agent. I develop nonparametric conditions on the dynamic
choice model that are sufficient to imply each of the conditions on the DPO model. I also
consider specializations of these conditions to a widely used dynamic binary response
model.

Since the DPO model is recursive, analytically deriving sharp bounds under additional
assumptions is quite difficult.2 Instead, I develop a general procedure for computing sharp
bounds that is valid for broad classes of parameters and combinations of assumptions. In
many cases, the procedure amounts to solving two linear programming problems and
is therefore straightforward to implement. An attractive feature of this approach is its
flexibility: The researcher is afforded greater freedom to choose parameters and combine
assumptions, without needing to derive new analytic results for each new specification.

1After reading an early draft of this paper, Chuck Manski shared with me his slides for an invited talk in
2006 in which he proposed using the same type of model to study state dependence (Manski (2006)). This
paper was developed independently and without knowledge of that talk. The analysis of the DPO model in this
paper is significantly different than that in Manski’s talk.

2For example, see Chernozhukov, Fernández-Val, Hahn, and Newey (2013), who showed how to construct
bounds on state dependence under the “time is an instrument” assumption discussed in Section 4.4. Their
analysis already requires subtle constructions, even with only a single assumption.
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The econometric methodology proposed in this paper can be applied to any of the
large variety of empirical settings in which identifying state dependence is important.
These include the dynamics of welfare recipiency (Chay, Hoynes, and Hyslop (2004), Card
and Hyslop (2005)), product choices among consumers (Keane (1997), Dubé, Hitsch,
and Rossi (2010), Handel (2013)), self-reported health status (Contoyannis, Jones, and
Rice (2004)), firm investment (Drakos and Konstantinou (2013)) and exporting (Bernard
and Jensen (2004)) decisions, household investment behavior (Alessie, Hochguertel, and
Soest (2004)), illicit drug usage (Deza (2015)), and eating disorders (Ham, Iorio, and So-
vinsky (2013)). Irace (2018) used the methodology developed in this paper to study the
dynamics of hospital choice.

I apply the methodology to study the employment dynamics of working age, high school
educated men, using an extract from the 2008 Survey of Income and Program Participa-
tion (SIPP) that covers January 2011 to April 2013. I find little evidence of state depen-
dence among employed workers. However, by maintaining a nonparametric stationarity
assumption, I find evidence of substantial state dependence among unemployed workers.
The main estimates indicate that at least 23% of unemployed workers would be employed
if they had been employed in the previous period. Overall, state dependence accounts for
at least 30–40% of the observed four-month persistence in unemployment. The results
imply that short-term state dependence is an important phenomenon in the U.S. labor
market.

The organization of this paper is as follows. In the next section, I develop the DPO
model and connect it to a dynamic choice model. In Section 3, I discuss parameters of in-
terest in the DPO model, derive worst-case bounds, and develop a general procedure for
computing sharp identified sets. In Section 4, I propose an array of identifying assump-
tions that can be imposed in the DPO model. I analyze the economic content of these
assumptions through the lens of the dynamic choice model. In Section 5, I apply the DPO
model to study state dependence in unemployment. Section 6 contains a brief conclusion.

2. THE DYNAMIC POTENTIAL OUTCOMES MODEL

2.1. Model

The canonical static potential outcomes model is based on two unobserved outcomes,
Ui(0) and Ui(1), that would have been obtained had a binary treatment, Di ∈ {0�1}, been
exogenously manipulated to be 0 or 1. The observed outcome, Yi, is related to the poten-
tial outcomes and the observed treatment state through Yi = DiUi(1) + (1 − Di)Ui(0).
The researcher is interested in inferring features of the unobservable distribution of
(Ui(0)�Ui(1)) from the observable distribution of (Yi�Di).

State dependence is the causal effect of a past outcome on a current outcome. At time
t, the outcome is the current outcome, Yit , and the “treatment” is the immediately pre-
ceding outcome, Yi(t−1).3 I assume throughout the main text that Yit ∈ {0�1} is binary for
each t and discuss the extension to multi-valued outcomes in Appendix S1 of the Supple-
mental Material (Torgovitsky (2019b)). Thus, in analogy to the static potential outcomes
model, suppose that, for each time period t = 1� � � � �T , there exist unobservable random
variables Uit(0) and Uit(1) taking values in {0�1}. These binary unobservables represent
the outcome that would have been realized at time t had the past period outcome Yi(t−1)

been exogenously manipulated to be 0 or 1, respectively.

3Note in particular the distinction with the dynamic treatment effects literature (e.g., Abbring and Heckman
(2007), Angrist and Kuersteiner (2011)), in which the treatment and outcome variables are distinct.
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The observed outcomes Yi ≡ (Yi0�Yi1� � � � �YiT ) together form a random vector with
values in Y ≡ {0�1}T+1, the (T + 1)-fold Cartesian product of {0�1}. The observed
outcomes are related to potential outcomes Ui(0) ≡ (Ui1(0)� � � � �UiT (0)) and Ui(1) ≡
(Ui1(1)� � � � �UiT (1)) through the recursive relationship

Yit = Yi(t−1)Uit(1)+ (1 −Yi(t−1))Uit(0)=Uit(Yi(t−1)) for all t ≥ 1. (1)

In this formulation, the outcome in the initial period, Yi0, is observed but not modeled.
This avoids the initial conditions problem discussed by Heckman (1981c) by simply re-
ducing the number of observed variables that are explicitly modeled, similar in spirit to
the approach of Honoré and Tamer (2006) or Chen, Tamer, and Torgovitsky (2011).4

This specification presumes that the researcher is only interested in the causal effect of
the outcome in the immediately preceding period on the outcome in the current period.
In some settings, it may be interesting to analyze the causal effects of longer sequences of
prior outcomes on the current period outcome. This can be accommodated by redefining
the potential outcomes to include a separate potential outcome for every sequence up to
a certain length. For clarity, I focus on the one-period causal effect in the main text and
discuss this extension to longer sequences in Appendix S2 of the Supplemental Material.
However, note that focusing on single period sequences in (1) does not place any restric-
tions on the temporal dependence of the potential outcomes. In particular, even though
only first-order causal effects are being modeled, (1) does not imply that the potential
outcomes follow a first-order Markov chain.

In addition to Yi, the researcher also observes a vector Xi = (Xi0�Xi1� � � � �XiT ) of co-
variates with support X . The components of Xit may be time-varying or time-invariant.
I assume for simplicity that X is a finite set, so that Xi is discretely distributed.5 Some of
the components of Xit may be thought of as conditioning variables that describe observed
heterogeneity, while others might be viewed as instruments that satisfy certain exclusion
or monotonicity conditions. These types of assumptions are discussed in Section 4.5.

The DPO model captures state dependence through the possibility that Uit(0) �=Uit(1).
That is, the outcome Yit = Uit(Yi(t−1)) that actually occurred for agent i in period t
may have been different had Yi(t−1) been different. The DPO model allows for “oc-
currence,” “duration,” and “lagged duration” dependence, as defined by Heckman and
Borjas (1980). It also allows for general forms of both observed and unobserved het-
erogeneity. Observed heterogeneity is captured through differences in the distributions
of (Ui(0)�Ui(1))|Xi = x for different values of x. Unobserved heterogeneity is captured
through variation in (Ui(0)�Ui(1)), conditional on Xi = x. For example, the model allows
for the possibility that, conditional on Xi = x, Uit(1) − Uit(0) is a random variable tak-
ing values in {−1�0�1} for agents that differ along unobservable characteristics such as
preferences or private information. The basic DPO model does not separate this unob-
served heterogeneity into persistent and transitory components, and so does not impose
any restrictions on the serial dependence of the potential outcomes. In Section 4, I discuss
several assumptions that can be imposed to create a permanent-transitory distinction.

4In particular, note that the DPO model does not impose independence between Yi0 and any of the subse-
quent potential outcomes. It is straightforward to add such a condition as an additional identifying assumption,
but this is often difficult to justify (Heckman (1981c)), so I do not consider it in this paper.

5Continuous covariates do not present any conceptual difficulty for the identification analysis; see the dis-
cussion in, for example, Torgovitsky (2019a). However, as is usually the case in nonparametric analyses, they
do complicate estimation and statistical inference, so for simplicity I focus on the discrete case.
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2.2. DPO Models Implied by Dynamic Choice Models

In this section, I connect the DPO model to a discrete time dynamic choice (DC) model
of a rational, forward-looking economic agent. This serves two purposes. First, the DC
model will be used to motivate and interpret the additional identifying assumptions for
the DPO model that are proposed in Section 4. Second, since the DC model nests stan-
dard “structural” and “reduced form” models as special cases, it provides a vehicle for
comparing these models to the DPO model.

The DC model is as follows. Time runs from some initial period ¯T that occurs at or
before t = 0 to some terminal period T̄ that occurs at or after T , where T̄ may be either
finite or infinite. In each period t, agent i chooses Cit ≡ (Yit�Dit). One of these choice vari-
ables is the binary outcome, Yit , that the researcher observes in periods t = 0�1� � � � � T .
The other choice variables, Dit , could take any number of values, and could be either
observed or unobserved by the researcher.

Agent i receives flow utility in period t of μ(Cit� Sit), where Sit ≡ (Ci(t−1)�Zit) are state
variables that may affect this utility. I assume throughout that the flow utility is bounded.
The state variables include the previous period choices, Ci(t−1), and an additional vector
of exogenous state variables, Zit , which could contain both observable and unobservable
components.

Each agent maximizes their expected present-discounted utility using discount factor
δ ∈ (0�1).6 Under mild regularity conditions (see, e.g., Stokey, Lucas, and Prescott (1989)
or Rust (1994)), agent i’s problem can be written recursively in terms of the Bellman
equation

ν(Sit)= max
c′∈C

{
μ

(
c′� Sit

) + δ

∫
ν
(
c′� z′)dΛ(

z′|Sit

)} ≡ max
c′∈C

ν̊
(
c′� Sit

)
� (2)

where ν is the value function, C ≡ {0�1} × D is the feasible set of choices, Λ(·|s) is a
distribution function for Zi(t+1), conditional on Sit = s, and ν̊ is shorthand notation that
combines the flow utility and continuation value. The distribution function, Λ, captures
the agent’s beliefs about the evolution of the exogenous state variables, including deter-
ministic laws of motion. Neither μ nor Λ has an i or a t subscript because all observable
and unobservable differences across agents and time are viewed notationally as part of
Zit . So, for example, one component of Zit could be the time period itself, t, which would
allow for these functions to vary over time.

To compare this model to the DPO model, I will isolate the Yit choice. Profile (2) as

ν(Sit)= max
y′∈{0�1}

max
d′∈D

ν̊
(
y ′� d′� Sit

)
� (3)

Suppose that there is a unique solution to the inner problem in (3) given the (possibly
suboptimal) choice of y ′, and denote it as

d�
(
Sit ‖ y ′) ≡ arg max

d′∈D
ν̊
(
y ′� d′� Sit

)
� (4)

Then (3) can be written as

ν(Sit)= max
y′∈{0�1}

ν̊
(
y ′� d�

(
Sit ‖ y ′)� Sit

) ≡ max
y′∈{0�1}

ν̊
(
Sit ‖ y ′)� (5)

6In all of the following, δ could be replaced by δi and allowed to vary over the population as long as δi ∈
(0�1) with probability 1. In this case, one could treat δi as a component of Zit .
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The observed binary choice, Yit , is assumed to be the optimizer of (5):

Yit = arg max
y′∈{0�1}

ν̊
(
Sit ‖ y ′) = 1

[
�ν̊(Sit)≥ 0

]
� (6)

where �ν̊(Sit)≡ ν̊(Sit ‖ 1)− ν̊(Sit ‖ 0), and ties are broken in favor of Yit = 1.
Corresponding to the agent’s actual choice, Yit , are two counterfactual choices that

they would have made in period t, had they actually chosen y ∈ {0�1} in period t − 1.
The counterfactual entertained here is that the agent also re-optimizes their choice of
d at time t − 1, given their choice of Yi(t−1) = y . Thus, instead of Di(t−1), they choose
d�(Si(t−1) ‖ y). The other state variables, Zit , are presumed to remain the same in both
counterfactual states.7 Let Sit(y) ≡ (y�d�(Si(t−1) ‖ y)�Zit) denote the state variables that
would have been realized in period t had the agent chosen y in period t − 1. Then the
agent’s choice in period t if they had chosen y in period (t − 1) can be written as

Uit(y)= 1
[
�ν̊

(
Sit(y)

) ≥ 0
]
� (7)

Equation (7) shows that a DC model generates a DPO model.8

2.3. DPO Models Implied by Dynamic Binary Response Models

Dynamic binary response (DBR) models are commonly used for measuring state de-
pendence.9 A textbook version of the model (e.g., Wooldridge (2010, Section 15.8.4)) has
the threshold-crossing equation

Yit = 1
[
β0Yi(t−1) +X ′

itβ1 +Ai + Vit ≥ 0
]

for t ≥ 1� (8)

where (β0�β1) are unknown parameters, and the exogenous state variables Zit =
(Xit�Ai�Vit) consist of an observable component, Xit , an unobservable time-invariant
component, Ai, and an unobservable time-varying component, Vit .10 This model can be
viewed as a special case of (6) in which �ν̊(Sit) = β0Yi(t−1) +X ′

itβ1 +Ai + Vit . The associ-
ated potential outcomes are special cases of (7):

Uit(y)= 1
[
β0y +X ′

itβ1 +Ai + Vit ≥ 0
]

for y ∈ {0�1} and t ≥ 1. (9)

The textbook implementation of (8) maintains the assumption that Xi is independent of
(Ai�Vi1� � � � � ViT ), that Ai is normally distributed, and that Vit are normally (or logistically)
distributed. However, there are also several known results concerning semi- and nonpara-
metric modifications of this and similar models. These are surveyed in Appendix S3. One
criticism of (8)–(9) is that the relationship between the primitives of the choice problem
(2) and the specification of �ν̊ in (9) can be obscure.11

7This by itself is not restrictive since any components that change can be treated as part of Dit .
8Note that Uit(y) as defined in (7) satisfies the law of motion (1), since Uit(Yi(t−1)) = 1[�ν̊(Sit(Yi(t−1))) ≥

0] = 1[�ν̊(Sit)≥ 0] = Yit .
9Most of the empirical papers listed in the Introduction use some variety of DBR model. An early example

is Heckman (1981a). Linear probability models are also occasionally used to analyze state dependence in
binary outcomes (e.g., pp. 1265–1266 of Hyslop (1999)); however, they have highly undesirable properties
when viewed as causal models (Manski and Pepper (2009, p. S210)).

10Additionally, one must address the determination of Yi0 to account for the initial conditions problem
observed by Heckman (1981c). One popular way to do this, proposed by Wooldridge (2005), is to include the
initial period outcome Yi0 as one of the observed state variables, and interpret inference as conditional on Yi0.

11Although, see Hyslop (1999), who developed a choice model that approximately implies (8)–(9).
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2.4. Discussion

The attraction of the “structural” DC model (6) is that it is derived directly from a
model of choice behavior. However, starting with Rust (1994), it has been recognized that
additional parametric assumptions must be maintained in order to point identify primitive
features of this model; see also Magnac and Thesmar (2002). These assumptions include
finitely parameterized functional forms for the flow utility, μ, as well as parametric distri-
butions for unobserved components of the exogenous state variables. It is also commonly
assumed that the observed exogenous state variables are independent of the unobserved
components, that δ is fixed at a value known to the researcher, that agents have knowledge
of the distribution of the unobserved state variables, and, frequently, that agents have per-
fect foresight or rational expectations over all observed exogenous state variables. Many
of these assumptions are often questionable in applications.

Of particular concern are parametric assumptions about the distributions of unobserv-
ables. As Flinn and Heckman (1982, p. 132) observed, “It [economic theory] is silent on
the topic of the correct specification of functional forms for the distributions of unob-
servables.” More bluntly, there is typically little economic rationale for assuming that an
unobservable state variable follows a normal distribution as opposed to a logistic, Gum-
bel, or mixture of normals, among many other possibilities. Even advocates of structural
modeling recognize parametric functional form restrictions as undesirable and “extra-
theoretic” (e.g., Keane, Todd, and Wolpin (2011, p. 452)).12

The DPO model is fully nonparametric, so does not suffer from this drawback. How-
ever, like the DBR model (8), the DPO model has a more tenuous connection with DC
models. The approach taken in this paper is to view the DPO model as being generated
by an underlying DC model through (7). In Section 4, I show that nonparametric assump-
tions on the DC model imply nonparametric assumptions on its generated DPO model.
In Section 5, I use a specific job search model to motivate the assumptions used in the ap-
plication to unemployment dynamics. While the DPO model can be used by itself without
taking this view, the link back to the familiar DC model can be helpful for interpreta-
tion.

3. IDENTIFICATION

3.1. Definitions

In this section, I develop a general procedure for constructing identified sets in the
DPO model. The procedure is abstract with respect to the assumptions and parameter
of interest; concrete examples are discussed ahead. I assume throughout the analysis that
the panel is balanced. Periods are indexed by t = 0�1� � � � � T for T small and fixed, and
probabilities are taken over agents i drawn from the population.

The DPO model is (1). The primitive of the DPO model is a probability mass function
P with support contained in U × X , where U ≡ {0�1}2T+1 is the collection of all possible
realizations of Ui ≡ (Yi0�Ui(0)�Ui(1)). A function P with domain U ×X is a probability

12Norets and Tang (2014) have made progress on rigorously characterizing the effect of such assumptions
on identification for DC models. However, a completely distribution-free characterization remains a difficult
problem even in static discrete choice models (Torgovitsky (2019a)). See also Heckman and Navarro (2007),
who considered point identification in nonparametric dynamic choice models using exogenous variables with
large support. More semi- and nonparametric results are available for DBR models like (9); see Appendix S3.
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mass function on U ×X if and only if it takes values in [0�1] and
∑

u∈U�x∈X
P(u�x) = 1� (10)

Let P denote the set of all functions P : U ×X → [0�1] that satisfy (10).
The parameter space, P†, is the subset of P that satisfies the researcher’s prior assump-

tions. Notationally, it is convenient to describe P† as P† = {P ∈ P : ρ(P) ≥ 0}, where
ρ :P → R

dρ is a function representing restrictions on P , and the inequality is interpreted
component-wise. Equality restrictions can be incorporated into P† by including pairs of
inequalities in the function ρ. The restrictions may depend on features of the observable
distribution of (Yi�Xi), but this is suppressed in the notation.

The identified set, P�, is defined as the observationally equivalent subset of P† that could
have generated the observed data through relationship (1). Let P[Yi = ·�Xi = ·] denote
the observable probability mass function of (Yi�Xi), where Yi ≡ (Yi0�Yi1� � � � �YiT ). Then
P ∈P� requires that, for every y ≡ (y0� y1� � � � � yT ) ∈ Y and x ∈X ,

P[Yi = y�Xi = x] = PP[Yi = y�Xi = x]
= PP

[
Yi0 = y0�Uit(yt−1)= yt all t ≥ 1�Xi = x

]
�

where PP[·] denotes the probability of an event when (Ui�Xi) is distributed according
to P and Yi is determined recursively through (1). This expression can be rewritten as a
linear function of P :

P[Yi = y�Xi = x] =
∑

u∈Uoeq(y)

P(u�x)� (11)

where Uoeq(y) is the set of all u ≡ (u0�u1(0)� � � � � uT (0)�u1(1)� � � � � uT (1)) ∈ U for which
u0 = y0 and ut(yt−1)= yt for all t ≥ 1. Figure 1 illustrates (11) for T = 2.

Usually, a researcher is interested in a low-dimensional target parameter, that is, a low-
dimensional function θ :P →R

dθ of P . The researcher’s primary object of interest is then
the identified set for θ, denoted by Θ� ≡ {θ(P) : P ∈ P�}. In the next section, I discuss
some target parameters that provide useful measures of state dependence.

3.2. Target Parameters for Measuring State Dependence

A natural measure of state dependence is the proportion of agents that would have ex-
perienced a different outcome in period t had their outcome in period t−1 been different,
that is, the proportion of agents for which Uit(0) �= Uit(1). These agents are represented
by the events [Uit(0) = 0�Uit(1) = 1] and [Uit(0) = 1�Uit(1) = 0]. The proportion of the
first group under P is denoted by

SD+
t (P) ≡ PP

[
Uit(0)= 0�Uit(1)= 1

]
�

Agents in this first group can be said to experience positive state dependence, since an
exogenous manipulation of their period t − 1 outcome from 0 to 1 would cause an in-
crease in their period t outcome from 0 to 1. The measure of the second group under P
is denoted by

SD−
t (P) ≡ PP

[
Uit(0)= 1�Uit(1)= 0

]
�
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Potential Outcomes Observed Outcomes

Yi0 Ui1(0) Ui1(1) Ui2(0) Ui2(1) Yi0 Yi1 Yi2

0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 1 0 1 0 0 0

���
���

���

1 0 0 1 0 1 0 1
1 0 0 1 1 1 0 1
1 1 0 1 0 1 0 1
1 1 0 1 1 1 0 1

���
���

���

FIGURE 1.—Observational equivalence, T = 2. Notes: The full diagram would have 22T+1 = 25 = 32 rows
corresponding to all possible realizations of the unobservables Ui ≡ (Yi0�Ui1(0)�Ui2(0)�Ui1(1)�Ui2(1)). Here,
the rows shown are those corresponding to the potential outcomes that could generate Yi = (0�0�0) or
Yi = (1�0�1) through the recursive relationship (1), that is, the elements of Uoeq(0�0�0) and Uoeq(1�0�1) in
(11). The observed outcome of Yi is determined by the potential outcomes that are in boxes, but is unaffected
by the other potential outcomes.

This is the proportion of agents who can be said to experience negative state dependence.
The total proportion of agents experiencing state dependence under P is

SDt(P) ≡ PP

[
Uit(0) �= Uit(1)

] = SD+
t (P)+ SD−

t (P)�

The average treatment effect of Yi(t−1) on Yit is defined as

ATEt(P) ≡ EP

[
Uit(1)−Uit(0)

]
�

where EP denotes expectation taken with respect to P . This parameter is widely used to
study state dependence; however, it confounds two effects. To see this, notice that the
relationship between ATEt , SD+

t , and SD−
t is given by

ATEt(P) ≡ PP

[
Uit(1)= 1

] − PP

[
Uit(0)= 1

]
= (

PP

[
Uit(1)= 1�Uit(0)= 0

] + PP

[
Uit(1)= 1�Uit(0)= 1

])
− (

PP

[
Uit(1)= 0�Uit(0)= 1

] + PP

[
Uit(1)= 1�Uit(0)= 1

])
= SD+

t (P)− SD−
t (P)� (12)

Thus, ATEt is the proportion of the population that experiences positive state dependence
at time t, less the proportion that experiences negative state dependence.

An implication of (12) is that it is possible for ATEt to be small or zero even if there is
substantial positive and negative state dependence. In such cases, ATEt may be a mislead-
ing measure of state dependence. For example, suppose that Yit denotes welfare status as
in Chay, Hoynes, and Hyslop (2004) or Card and Hyslop (2005). Then SD−

t represents the
“at risk” proportion of the population that would receive welfare in period t as a direct re-
sult of having not received it in the previous period, while SD+

t represents the proportion
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of the population that is in the “welfare trap.” In contrast, ATEt represents the difference
in the sizes of the two groups, which is less interpretable. For this reason, I do not analyze
ATEt in this paper.

In many settings, it is interesting to consider modifying SD+
t and SD−

t to be conditional
on realizations of Yit . For example, if Yit is welfare status, a researcher may be interested
in measuring positive state dependence among just the individuals currently receiving
welfare, that is, those with Yit = 1. This parameter is given by

SD+
t (P|1)≡ PP

[
Uit(0)= 0�Uit(1)= 1|Yit = 1

]
�

Alternatively, in the application to employment dynamics in Section 5, I consider positive
state dependence among the unemployed, which is given by

SD+
t (P|0)≡ PP

[
Uit(0)= 0�Uit(1)= 1|Yit = 0

]
�

These parameters are analogous to the treatment on the (un)treated parameters com-
monly considered in the analysis of the static potential outcome models (see, e.g., Heck-
man and Vytlacil (2007)).

This type of conditioning can be extended a period further to define

SD+
t (P|00)≡ PP

[
Uit(0)= 0�Uit(1)= 1|Yit = 0�Yi(t−1) = 0

]
and

SD+
t (P|11)≡ PP

[
Uit(0)= 0�Uit(1)= 1|Yit = 1�Yi(t−1) = 1

]
�

which quantify positive state dependence among agents whose state in the previous period
is the same as in the current period. Like SD+

t (·|0) and SD+
t (·|1), these parameters have

a treatment on the (un)treated interpretation. However, they can also be interpreted as
the proportion of the observed persistence in outcomes that is due to state dependence.

To see this, consider the quantity P[Yit = 0|Yi(t−1) = 0] as a measure of the observed per-
sistence in state 0. For an observationally equivalent P , this quantity can be decomposed
as

P[Yit = 0|Yi(t−1) = 0]
= PP

[
Yit = 0�Uit(1)= 0|Yi(t−1) = 0

] + PP

[
Yit = 0�Uit(1)= 1|Yi(t−1) = 0

]
= PP

[
Uit(0)= 0�Uit(1)= 0|Yi(t−1) = 0

] + PP

[
Uit(0)= 0�Uit(1)= 1|Yi(t−1) = 0

]
�

The second term is the contribution to P[Yit = 0|Yi(t−1) = 0] that is due to positive state
dependence. The size of this quantity as a proportion of the observed persistence is given
by

PP

[
Yit = 0�Uit(1)= 1|Yi(t−1) = 0

]
P[Yit = 0|Yi(t−1) = 0] = PP

[
Uit(1)= 1|Yit = 0�Yi(t−1) = 0

] = SD+
t (P|00)�

where the second equality follows because [Yi(t−1) = 0�Yit = 0] implies [Uit(0)= 0]. A sim-
ilar argument shows that SD+

t (·|11) can be interpreted as the proportion of the observed
persistence in state 1 that is due to positive state dependence. These parameters con-
stitute a natural rubric for measuring the role of state dependence in the persistence of
observed outcomes.
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3.3. Empirical-Evidence-Only Bounds

The data alone do not provide enough information to point identify SD+
t or SD−

t . The
reasons are the same as in a static potential outcomes model. First, an analyst never ob-
serves both Uit(0) and Uit(1), since only Yit = Uit(Yi(t−1)) is observed. Thus, quantities like
SD+

t which concern the joint distribution of (Uit(0)�Uit(1)) are inherently not point iden-
tified (see, e.g., Heckman, Smith, and Clements (1997)). Second, even the marginal dis-
tributions of Uit(0) and Uit(1) will typically not be point identified due to the endogeneity
of prior outcomes. That is, in general we expect that for observationally equivalent P ,

P[Yit = 1|Yi(t−1) = 1�Xi] = PP

[
Uit(1)= 1|Yi(t−1) = 1�Xi

] �= PP

[
Uit(1)= 1|Xi

]
� (13)

since Yi(t−1) = 1 depends on (Ui(t−1)(0)�Ui(t−1)(1)), and Uit(1) is likely dependent with
(Ui(t−1)(0)�Ui(t−1)(1)), even conditional on Xi, due to persistent latent heterogeneity.

While SD+
t and SD−

t are not point identified, they are not completely unconstrained
by the data. The next proposition provides sharp bounds on SD+

t , SD−
t , and SDt that use

only the empirical evidence. All proofs are contained in Appendix S4.

PROPOSITION 1: Suppose that P† =P . If θ = SD+
t , then

Θ� = [
0�P[Yi(t−1) = 0�Yit = 0] + P[Yi(t−1) = 1�Yit = 1]]� (14)

If θ = SD−
t , then

Θ� = [
0�P[Yi(t−1) = 0�Yit = 1] + P[Yi(t−1) = 1�Yit = 0]]� (15)

If θ = SDt , then Θ� = [0�1].
The intuition behind the bounds in (14) is as follows. The target parameter is SD+

t ,
which is the proportion of individuals with Uit(0) = 0 and Uit(1) = 1. Individuals with
Yi(t−1) = 0 and Yit = 1 cannot have these potential outcomes, since they must have
Uit(0) = 1. Similarly, individuals with Yi(t−1) = 1 and Yit = 0 have Uit(1) = 0, so they also
do not contribute to SD+

t . So, both of these observed groups can be removed from the
calculation in (14).

The remaining observed groups are those with Yi(t−1) = Yit . Among individuals with
Yi(t−1) = 0 and Yit = 0, there are those who have positive state dependence (Uit(1) = 1),
and those who would have been in state 0 regardless (Uit(1) = 0). Similarly, the group
with Yi(t−1) = 1 and Yit = 1 consists of individuals both with and without positive state
dependence. The upper bound in (14) is obtained when all individuals in both observed
groups exhibit positive state dependence, while the lower bound is obtained when none
do. Analogous reasoning leads to the bounds in (15).

The lower bounds in (14)–(15) are always 0, regardless of the distribution of the data.
Thus, the empirical evidence alone never enables a rejection of the hypothesis that there
is no positive or negative state dependence. The upper bound in (14) will be large when
the observed outcomes have strong positive serial dependence. Similarly, the upper bound
in (15) will be large when the observed outcomes have strong negative serial dependence.
Bounds on SD+

t will therefore tend to be wide when bounds on SD−
t are narrow, and vice

versa.
In fact, the third finding of Proposition 1 is that these upper bounds perfectly offset

each other, so that the (sharp) identified set for state dependence of both sorts, SDt , is
always the entire logically possible interval [0�1]. Thus, empirical evidence alone cannot
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discriminate between the hypothesis that there is no state dependence of any sort, with
all persistence caused by latent heterogeneity, and the reverse, that there is no latent
heterogeneity and all persistence in the data is due to state dependence. The existence
or non-existence of state dependence can only be established by incorporating additional
identifying assumptions, such as those discussed ahead.

3.4. Computing Identified Sets

Proposition 1 was proven using a standard two-step argument. First, one proposes
bounds. Second, one argues that there are parameter values for which these bounds are
obtained. This strategy provides analytic expressions, which can be useful both for in-
tuition and for statistical inference. However, the argument becomes increasingly com-
plicated as the parameter space becomes increasingly complex.13 Yet, the takeaway from
Proposition 1 was that we need to impose more assumptions in order to obtain interesting
empirical conclusions. Since more assumptions typically make the parameter space more
complex, this creates a problem.

One way to resolve this problem is to recognize that when θ is scalar-valued, its identi-
fied set can usually be determined by solving two optimization problems.14

PROPOSITION 2: Suppose that P† is closed and convex, and that θ is a continuous, scalar-
valued function of P . Then, as long as P� is nonempty, Θ� = [θ�

lb� θ
�
ub], where

θ�
lb ≡ min

P∈P�
θ(P)= min

{P(u�x)∈[0�1]:u∈U�x∈X }
θ(P) s.t. ρ(P) ≥ 0, (10), and (11) ∀y�x and

θ�
ub ≡ max

P∈P�
θ(P) = max

{P(u�x)∈[0�1]:u∈U�x∈X }
θ(P) s.t. ρ(P) ≥ 0, (10), and (11) ∀y�x�

Proposition 2 provides a computational approach to characterizing the sharp identi-
fied set for θ. The feasibility of this approach depends on how difficult it is to solve
the problems that define θ�

lb and θ�
ub. Observe that (11) places linear restrictions on

P = {P(u�x) : u ∈ U�x ∈ X }. The requirement that P ∈ P also places linear restrictions
on P , namely, (10) and 1 ≥ P(u�x) ≥ 0 for all u ∈ U , x ∈ X . Thus, if ρ and θ are linear,
then the two optimization problems in Proposition 2 are linear programs. This means
that Proposition 2 can be applied even in high dimensions as long as we limit attention to
parameters and assumptions that can be expressed as linear functions of P .

Linearity turns out to be not very restrictive in the sense that it still permits a wide
range of interesting parameters and assumptions. In Appendix S5, I show that each of
the target parameters discussed in Section 3.2 is a linear function of P . When considering
additional prior assumptions in Section 4, I will restrict attention to those that are linear
due to computational considerations. This is not essential to Proposition 2, which applies
more generally, but it is important for practical implementation.

13For example, compare the analysis in Okumura and Usui (2014) to that in Manski and Pepper (2000) and
Manski (1994), or the analysis of Mourifié (2015) to that of Shaikh and Vytlacil (2011).

14This general point about partial identification analysis has been appreciated (sometimes implicitly) by
many previous authors, including Honoré and Tamer (2006), Manski (2007), Molinari (2008), Chiburis (2010),
Kitamura and Stoye (2013, 2018), Manski (2014), Freyberger and Horowitz (2015), and Lafférs (2013, 2018).
In particular, Lafférs (2013, 2018) used a similar computational strategy as in this paper, but for a static po-
tential outcomes model; see also the subsequent work by Demuynck (2015). The benefits in the static setting
are smaller than in the dynamic case considered here, since a large number of analytic partial identification
results already exist for static potential outcomes models. The representation of bounds in terms of linear pro-
gramming dates back to at least Balke and Pearl (1994, 1997) for similar problems in causal inference, or to
Hansen, Heaton, and Luttmer (1995) for different problems in finance.
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4. IDENTIFYING ASSUMPTIONS FOR THE DPO MODEL

The empirical-evidence-only identified sets derived in Proposition 1 are wide. In this
section, I propose identifying assumptions that can be added to the DPO model to nar-
row these bounds. These assumptions are implemented by including restrictions in the ρ
function of Section 3 and then applying Proposition 2. Any subset of these assumptions
can be combined by simply adding or removing the appropriate restrictions. All assump-
tions could be modified to be conditional on covariates (Xi). I keep this implicit for the
sake of notation, but indicate situations in which conditioning may be important.15 Along
the way, I motivate and interpret the assumptions in the context of the DC and DBR
models discussed in Section 2.

4.1. Stationarity

Stationarity assumptions are ubiquitous in panel data models. Indeed, combining em-
pirical evidence from different time periods requires an assumption that the past shares
at least some features in common with the future. In the DPO model, one stationar-
ity assumption is that the joint distribution of (Uit(0)�Uit(1)) is invariant across t ≥ 1.
A stronger form of stationarity uses multiple time periods, for example, that the distribu-
tion of (Ui(t−1)(0)�Uit(0)�Ui(t−1)(1)�Uit(1)) does not vary across t ≥ 2. The following is a
general version.

ASSUMPTION ST: Let m be a nonnegative integer chosen by the researcher and de-
fine Ui(t−m:t)(0) ≡ (Ui(t−m)(0)� � � � �Uit(0)) and Ui(t−m:t)(1) ≡ (Ui(t−m)(1)� � � � �Uit(1)) for
t ≥m+ 1. For any u≡ (um(0)�um(1)) ∈ {0�1}2(m+1), define

Σu
t�m(P) ≡ PP

[
Ui(t−m:t)(0)= um(0)�Ui(t−m:t)(1)= um(1)

]
�

Then, for any P ∈P†, every u ∈ {0�1}2(m+1), and every t� t ′ ≥m+ 1,

Σu
t�m(P) = Σu

t′�m(P)� (16)

Distributions of potential outcomes that satisfy Assumption ST do not need to generate
distributions of observed outcomes that are stationary. To see this, first observe that, for
any P ,

PP[Yit = 0] = PP

[
Uit(0)=Uit(1)�Yit = 0

] + PP

[
Uit(0) �= Uit(1)�Yit = 0

]
= PP

[
Uit(0)= 0�Uit(1)= 0

] + PP

[
Uit(0) �=Uit(1)�Yit = 0

]
� (17)

where the second equality follows because PP[Uit(0) = Uit(1) = 1�Yit = 0] = 0 by (1).
Thus, if P satisfies Assumption ST, then from (17) there is marginal stationarity in the
observed outcomes, that is, PP[Yit = 0] = PP[Yi(t−1) = 0], if and only if

PP

[
Uit(0) �=Uit(1)�Yit = 0

] = PP

[
Ui(t−1)(0) �= Ui(t−1)(1)�Yi(t−1) = 0

]
� (18)

This restriction is not generally implied by Assumption ST. For (18) to hold would require
a condition about the serial dependence of the potential outcomes at all previous lags,
whereas Assumption ST does not restrict this dependence.

15Note that including rich covariate specifications quickly increases the dimension of the problems in Propo-
sition 2. Three dimension reduction strategies are discussed in Appendix S6.
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However, one case in which (18) does need to be true is when there is no state depen-
dence, so that SDt′(P) ≡ PP[Ut′(0) �=Ut′(1)] = 0 for t ′ = t−1� t. An important implication
is that if Assumption ST is maintained, and if the distribution of observed outcomes is not
stationary, then it is possible to bound the identified set for SDt away from 0. Intuitively,
in order for a DPO model that satisfies Assumption ST to generate a stationary distribu-
tion of observed outcomes, it must be the case that there is also no state dependence. To
the extent that the observed outcome sequence is in fact nonstationary, one can therefore
rule out the hypothesis that there is no state dependence.16

The potential outcomes implied by the DC model through (7) depend on �ν̊(Sit(y)).
Whether �ν̊(Sit(y)) is stationary depends on the form of �ν̊ and the composition of
the counterfactual state variables Sit(y) ≡ (y�d�(Si(t−1) ‖ y)�Zit). Certainly, any time-
invariant state variable is trivially stationary. It is also standard in empirical implementa-
tions of DC models to assume that the unobservable state variables are stationary. How-
ever, it may be undesirable to assume that time-varying components of the observed state
variables are stationary, since this could be directly rejected by the data. In these cases,
one can impose a version of Assumption ST that conditions on these variables.

Another conceptual issue highlighted by the DC model is the distinction between finite
and infinite horizons. A finite horizon assumption can be viewed in terms of an infinite
horizon problem by defining the flow utility to be 0 after the finite horizon has elapsed.
This can be captured by an “age” state variable in Zit that records the agent’s location in
their finite horizon. The value function—and therefore the potential outcomes Uit(y)—
cannot be unconditionally stationary with a finite horizon, since it becomes identically 0
after a given time period. If a finite horizon is empirically important, then Assumption ST
can be modified to be conditional on age.

4.2. Diminishing Serial Correlation

Persistent heterogeneity may cause potential outcomes to be positively serially corre-
lated. If transitory heterogeneity is also present, then it may be natural to assume that this
serial correlation is strongest between potential outcomes in adjacent periods and dimin-
ishes (or does not increase) as the distance between any two periods increases. This is the
content of the following assumption.

ASSUMPTION DSC: For every P ∈ P†, and each y ∈ {0�1}, CorrP(Uit(y)�Ui(t+t′)(y)) is
decreasing in |t ′| for t ′ ∈ {1 − t� � � � � T − t}.

Assumption DSC places a nonlinear restriction on P . However, if Assumption ST holds
(with any m ≥ 0), then Assumption DSC becomes a linear restriction, equivalent to the
statement that PP[Uit(y)= 1�Ui(t+t′)(y)= 1] is decreasing in |t ′| for t ′ ∈ {1− t� � � � � T − t}.17

Due to this computational consideration, I will only consider imposing Assumption DSC
when it is combined with Assumption ST.

The following proposition provides sufficient conditions for Assumption DSC when
potential outcomes are generated by a DC model through (7).

16A similar observation was used by Heckman (1981b, p. 159) to establish point identification of β0 in the
parametric DBR model (8).

17This statement is justified in Appendix S5. If Assumption ST does not hold, then the statement that
PP [Uit(y) = 1�Ui(t+t′)(y) = 1] is decreasing in |t ′| is equivalent to the statement that (Uit(y)�Ui(t+t′)(y)) is
decreasing in the upper orthant order with respect to |t ′|; see, for example, Shaked and Shanthikumar (2007,
Section 6.G). The upper orthant order does not necessarily have a clear interpretation as a positive dependence
concept, so imposing this condition directly does not seem attractive.
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PROPOSITION 3: Suppose that Assumption ST holds with any m ≥ 0. Then Assump-
tion DSC is satisfied if every P ∈ P† is consistent with the following conditions for
each fixed y ∈ {0�1}: (i) Uit(y) is determined by (7); (ii) there are time-invariant ran-
dom variables, S̄i, scalar time-varying random variables, S̃it , and a function, ϕ, such that
�ν̊(Sit(y)) = ϕ(S̄i� S̃it), where ϕ(s̄� ·) is weakly increasing and right-continuous for each s̄;
and (iii) {S̃it}Tt=1|S̄i is a first-order Markov chain with P[S̃it ≤ s̃t |S̃i(t−1) = s̃t−1� S̄i = s̄] weakly
decreasing in s̃t−1 for all s̃t and s̄.

Proposition 3 applies to the DBR model, (9), by taking S̄i = Ai, S̃it = X ′
itβ1 + Vit , and

ϕ(s̄� s̃) ≡ β0y + s̄ + s̃. The sufficient condition for Assumption DSC is that X ′
itβ1 + Vit is

a first-order Markov chain with a stochastically increasing transition distribution. If there
are no covariates (β1 = 0), and (Vit� Vi(t+1)) are jointly normal (conditional on Ai), then
the stochastic increasing assumption is equivalent to the correlation between Vit and Vi(t+1)

(given Ai) being nonnegative.

4.3. Monotone Treatment Selection

For a static model, Manski and Pepper (2000) considered the identifying content of
assuming that potential outcomes are greater for agents who select into treatment than
for those who do not. This monotone treatment selection (MTS) condition captures the
idea that a researcher may be willing to make a prior assumption on the direction of
bias that would arise from a simple treatment–control contrast. The following is a similar
assumption for the DPO model.

ASSUMPTION MTS: Every P ∈P† satisfies

PP

[
Uit(y)= 1|Yi(t−1) = 1�Yi(t−2) = ỹ

] ≥ PP

[
Uit(y) = 1|Yi(t−1) = 0�Yi(t−2) = ỹ

]
(19)

for y = 0�1, ỹ = 0�1, and all t ≥ 2 such that P[Yi(t−1) = 1|Yi(t−2) = ỹ] ∈ (0�1).

Assumption MTS says that those with Yi(t−1) = 1 would be more likely to have Yit =
1 than those with Yi(t−1) = 0, even if their outcomes in period t − 1 were exogenously
manipulated from 0 to 1 or vice versa. Stated differently, the assumption is that agents
with Yi(t−1) = 1 have a higher latent propensity to be in state 1 in period t than agents with
Yi(t−1) = 0. The additional conditioning on Yi(t−2) = yt−2 in these statements ensures that
the outcome in year t − 1 is comparable. That is, since the event [Yi(t−1) = yt−1�Yi(t−2) =
yt−2] is equivalent to the event [Ui(t−1)(yt−2)= yt−1�Yi(t−2) = yt−2], conditioning on Yi(t−2) =
yt−2 ensures that the conditioning events on the left and right sides of (19) are expressed
in terms of the same potential outcome Ui(t−1)(yt−2). A stronger form of Assumption MTS
extends this conditioning back to period t − q.

ASSUMPTION MTS—Generalization: Let q ≥ 2 be an integer chosen by the analyst.
For each t, if q < t, then let Yi(t−q):(t−2) ≡ (Yi(t−q)� � � � �Yi(t−2)); otherwise, let Yi(t−q):(t−2) ≡
(Y0� � � � �Yt−2). Every P ∈P† satisfies

PP

[
Uit(y)= 1|Yi(t−1) = 1�Yi(t−q):(t−2) = ypast

]
≥ PP

[
Uit(y)= 1|Yi(t−1) = 0�Yi(t−q):(t−2) = ypast

]
(20)

for y = 0�1, ypast ∈ {0�1}min{q�t}−1, and all t ≥ 2 such that P[Yi(t−1) = 1|Yi(t−q):(t−2) = ypast] ∈
(0�1).
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When potential outcomes are generated by the DC model (7), a sufficient condition
for Assumption MTS is that �ν̊(Sit(y)) and �ν̊(Sit(ỹ)) exhibit local positive quadrant
dependence for each (y� ỹ).

PROPOSITION 4: Assumption MTS is satisfied with q = 2 if every P ∈ P† is consis-
tent with the following conditions for each (y� ỹ) ∈ {0�1}2: (i) Uit(y) is determined by (7);
(ii) �ν̊(Sit(y)) and �ν̊(Sit(ỹ)) are positive quadrant dependent at (0�0), conditional on
Yi(t−2) = ỹ , that is,

P
[
�ν̊

(
Sit(y)

) ≥ 0��ν̊
(
Si(t−1)(ỹ)

) ≥ 0 | Yi(t−2) = ỹ
]

≥ P
[
�ν̊

(
Sit(y)

) ≥ 0 | Yi(t−2) = ỹ
]
P
[
�ν̊

(
Si(t−1)(ỹ)

) ≥ 0 | Yi(t−2) = ỹ
]
� (21)

Condition (ii) depends on the structure of �ν̊, as well as the composition and rela-
tionships among the state variables, Sit(y). In Section 5, I discuss a job search model in
which this condition can be made more primitive. The effective requirement is that there
is positive dependence among the determinants of being in state 1.

In the DBR model (8), Assumption MTS is satisfied if (X ′
itβ1 + Ai + Vit) and

(X ′
i(t−1)β1 +Ai +Vi(t−1)) are locally positive quadrant dependent, conditional on Yi(t−2). If

there are no covariates (β1 = 0), and if (Vit� Vi(t−1)) and Ai are independent and normally
distributed conditional on Yi(t−2), then this will be the case if Vit and Vi(t−1) are weakly posi-
tively correlated, or even negatively correlated, so long as the magnitude of the covariance
between Vit and Vi(t−1) is smaller than the variance of Ai.

4.4. Fixed Effects

Another way to introduce a permanent-transitory distinction in unobserved hetero-
geneity is the following assumption, introduced by Chernozhukov et al. (2013). Those
authors described it as “time is randomly assigned” or “time is an instrument” (TIV).

ASSUMPTION TIV: Let Uit ≡ (Uit(0)�Uit(1)). For every P ∈ P†, there exists a random
variable Ai such that if Ui is distributed according to P and Yi is generated by (1), then

P[Uit = u|Yi(t−1)� � � � �Yi1�Yi0�Ai] = P[Ui1 = u|Yi0�Ai] (almost surely)

for all u ∈ {0�1}2 and all t ≥ 2.

Assumption TIV implies that all persistent unobservable heterogeneity is captured by
the time-invariant latent random variable Ai, which can be interpreted as a generaliza-
tion of a fixed effect. After accounting for Ai and the initial state Yi0, current potential
outcomes are required to be independent of past realized outcomes.

Although Ai has no meaning itself within the DPO model, Assumption TIV implies
many restrictions on the distribution of potential outcomes.

PROPOSITION 5: Let Yi(0:t) ≡ (Yi0�Yi1� � � � �Yit). If Assumption TIV holds, then, for every
P ∈P†, and every t ′ > t ≥ 1,

PP[Uit′ = u�Yi(0:t−1) = y] = PP[Uit = u�Yi(0:t−1) = y] (22)

for all u ∈ {0�1}2 and y ∈ {0�1}t . As a consequence, Assumption TIV implies Assumption ST
with m = 0.
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I have been unable to determine whether the converse of Proposition 5 is also true.18 If
it is not, then imposing (22) might yield a non-sharp identified set. In the application in
Section 5, I test the implications of TIV in Proposition 5 and overwhelmingly reject them.

When potential outcomes are generated by the DC model, the following conditions are
sufficient for Assumption TIV and therefore (22).

PROPOSITION 6: Assumption TIV is satisfied if every P ∈ P† is consistent with the fol-
lowing conditions: (i) Uit(y) is determined by (7); and (ii) the stochastic components of
(Sit(0)� Sit(1)) can be split into time-invariant components, S̄i, and time-varying components,
S̃it , in such a way that the distribution of S̃it |S̃i(1:t−1)� S̄i�Yi0 is the same as that of S̃i1|S̄i�Yi0

for every t ≥ 2.

4.5. Monotone Instrumental Variables

Instrumental variables (IV) can be used by assuming that an observed state variable
(the instrument) is independent of potential outcomes. The monotone instrumental vari-
able (MIV) assumption introduced by Manski and Pepper (2000, 2009) weakens this as-
sumption to only restrict the sign of the relationship between the potential outcomes and
instrument. The following is one way to adapt the MIV assumption to the DPO model.

ASSUMPTION MIV: Let X0
it and X1

it be subvectors of Xi, where X1
it takes values in a par-

tially ordered set. Every P ∈ P† is such that PP[Uit(y) = 1|X0
it = x0�X1

it = x1] is weakly in-
creasing in x1 for every x0, each y = 0�1, and every t ≥ 1.

Of course, weakly increasing can be changed to weakly decreasing as appropriate. As-
sumption MIV can be strengthened to a full IV assumption by imposing both directions
of weak monotonicity together.

The next proposition provides sufficient conditions for Assumption MIV when poten-
tial outcomes are generated by the DC model.

PROPOSITION 7: Assumption MIV is satisfied if every P ∈ P† is consistent with the fol-
lowing conditions for each fixed y ∈ {0�1}: (i) Uit(y) is determined by (7); (ii) Sit(y) can be
partitioned as Sit(y) = (X0

it �X
1
it � Vit), where X0

it and X1
it are observed to the researcher, Vit

is unobserved, and X1
it takes values in a partially ordered set; (iii) X1

it is independent of Vit ,
conditional on X0

it ; and (iv) �ν̊(Sit(y)) can be written as �ν̊(Sit(y)) = ϕ(X0
it �X

1
it � Vit) for a

function ϕ that is increasing in X1
it for all fixed X0

it and Vit .

The textbook implementation of the DBR model (8) (e.g., Wooldridge (2010, Sec-
tion 15.8.4)) assumes that Ai is independent of Xit , and Vit is independent of (Xit�Ai)
with (known) distribution �. In this case,

P
[
Uit(y)= 1|Xit = x

] = E
[
�

(
β0y + x′β1 +Ai

)]
� (23)

Thus, the DBR model implies that P[Uit(y)= 1|Xit = x] is monotone increasing in a com-
ponent of x if the sign of the corresponding component of β1 is positive. Assumption MIV
amounts to placing a sign restriction on a component of β1. Imposing Assumption MIV in
both directions—that is, assuming that a particular component of β1 is 0—corresponds to
an exclusion restriction. Exclusion restrictions like these are often imposed in applications
of DBR models by not including various leads and lags of the time-varying observables.

18That is, if P satisfies the condition in Proposition 5, does there exist a random variable Ai such that P
satisfies the condition in Assumption TIV?
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4.6. Monotone Treatment Response

In some applications, it may make sense to assume that state dependence is either pos-
itive or negative. This can be viewed as a dynamic version of Manski’s (1997) monotone
treatment response (MTR) assumption.

ASSUMPTION MTR: Every P ∈P† satisfies PP[Uit(1)≥Uit(0)] = 1 for all t.

If potential outcomes are determined by the DC model through (7), a sufficient condi-
tion for Assumption MTR is that �ν̊(Sit(1))≥ �ν̊(Sit(0)) almost surely. Either this condi-
tion or its opposite is always satisfied in the special case of the DBR model (8)–(9), since
the parameter β0 on lagged outcomes is deterministic.

A weaker version of Assumption MTR only imposes monotonicity “on average.”

ASSUMPTION MATR: Every P ∈P† satisfies PP[Uit(1)= 1] ≥ PP[Uit(0)= 1] for all t.

Assumption MATR is equivalent to the assumption that ATEt(P) is positive. In light of
(12), this is equivalent to the assumption that there is more positive state dependence than
there is negative state dependence. For the DPO model (7), a sufficient and necessary
condition for Assumption MATR is that �ν̊(Sit(1)) is more likely than �ν̊(Sit(0)) to be
greater than 0.

5. THE UNEMPLOYMENT DYNAMICS OF HIGH SCHOOL EDUCATED MEN

5.1. Background and Motivation

The increase of long-term unemployment in the wake of the Great Recession has
rejuvenated interest in potential state dependence in employment outcomes. There is
an extensive literature that estimates parametric DBR models with European employ-
ment data, for example, Narendranathan and Elias (1993), Mühleisen and Zimmermann
(1994), Arulampalam, Booth, and Taylor (2000), and Tumino (2015). This research typi-
cally finds substantial evidence of state dependence. On the other hand, the comparably
few studies that used similar methods with U.S. data, such as Ellwood (1982) and Corco-
ran and Hill (1985), find little or no evidence of state dependence.

A recent line of field experiments (Oberholzer-Gee (2008), Kroft, Lange, and No-
towidigdo (2013), Ghayad (2013), Eriksson and Rooth (2014), Farber, Silverman, and
von Wachter (2016, 2017), Nunley, Pugh, Romero, and Seals (2016), Farber, Herbst, Sil-
verman, and von Wachter (2018)) have provided convincingly-identified nonparametric
estimates of the causal effect of employment gaps in fictitious resumes on the callback
rates of prospective employers. The evidence from this literature has been mixed, with
some studies finding no evidence of short-term state dependence (Eriksson and Rooth
(2014), Nunley et al. (2016), Farber, Silverman, and von Wachter (2017)) and others find-
ing negative effects (Kroft, Lange, and Notowidigdo (2013), Ghayad (2013)). Farber et al.
(2018) examined potential explanations for these differences, but concluded that the con-
trast in results remains a puzzle.

In this section, I use the DPO model to take a different look at this topic. The analysis
uses observational data, and so avoids a key criticism of the experimental literature that
callbacks may have a limited relationship to actual employment outcomes (Jarosch and
Pilossoph (2019)). This benefit to external validity comes at the cost of imposing assump-
tions that are less credible than random assignment in a controlled experiment. On the
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other hand, these assumptions are nonparametric, so they may be an attractive alternative
to researchers who are concerned about the impact of specific functional forms. The cost
of remaining nonparametric is the loss of point identification, but the results ahead show
that one can nevertheless still obtain informative estimates.

5.2. Data

The data is an extract of the 2008 Survey of Income and Program Participation (SIPP),
which is a nationally-representative longitudinal survey covering the period of September
2008 to December 2013. Individuals in the SIPP are surveyed in four-month waves and
questioned retrospectively on their employment status at different points over the previ-
ous four months. In order to mitigate seam bias, I follow a conservative strategy of using
only observations corresponding to the last month of the retrospective four-month inter-
view period (Grogger (2004), Ham and Shore-Sheppard (2005)). Also, I limit my sample
to the period between January 2011 and April 2013, so as to avoid the more turbulent
times surrounding the Great Recession. This leaves seven (T = 6) periods that are four
months long each.19

I used the following sample selection rules when constructing the extract. I restricted
attention to the subpopulation of working age men who were between 18 and 55 years of
age at the time of the initial survey. I kept only men who reported either being employed
or actively searching for work during all periods, so that Yit = 1 denotes employment and
Yit = 0 denotes unemployment.20 I also limit the focus to men who had a high school ed-
ucation or the equivalent, but no college degree, and who were not enrolled in school at
any point during the sample. I dropped men who reported having a work-preventing dis-
ability or serving in the military at any point in the sample. Also, I removed observations
that were heavily imputed (referred to as “type z” in the SIPP) or had other indications
of irregularity.

After balancing the panel, the cross-section consists of 3435 men. Table I reports some
summary statistics on the employment dynamics of these men. The overall unemployment
rate ranges from roughly 5% to 8% over the course of the sample and employment is
highly persistent with roughly 97% of men employed in one period remaining employed
in the next. Unemployment is less persistent, with the probability of an unemployed man
remaining unemployed ranging from approximately 50% early in the sample to around
60% in the later periods. Fewer than 1% of men remained unemployed in every period,
but roughly 18% experience at least one spell of unemployment. A naive estimate of
the average treatment effect would be between 0.455 and 0.595 depending on the period
considered. This estimate probably overstates the role of positive state dependence if
there is a permanent source of latent heterogeneity that positively affects the propensity
to be employed.

5.3. A Model of Job Search With Endogenous Effort

In this section, I develop a DC model of job search to help motivate and interpret the
assumptions used in the empirical analysis. The model features on-the-job search and
endogenous search effort as in Christensen, Lentz, Mortensen, Neumann, and Werwatz

19I did not include the final two survey waves because they have unusually high attrition rates.
20Following Chetty (2008), I classify a worker as employed if they report having a job the entire interview

month and not being on layoff.
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TABLE I

DESCRIPTIVE STATISTICS ON UNEMPLOYMENT DYNAMICS IN THE SIPPa

Time Period t

0 1 2 3 4 5 6

P[Yit = 1] 0.921 0.936 0.945 0.931 0.945 0.949 0.942
(0.005) (0.004) (0.004) (0.004) (0.004) (0.004) (0.004)

P[Yit �= Yi(t−1)] – 0.067 0.056 0.055 0.050 0.043 0.048
(0.004) (0.004) (0.004) (0.004) (0.003) (0.004)

P[Yit = 0|Yi(t−1) = 0] – 0.483 0.493 0.632 0.534 0.574 0.594
(0.030) (0.034) (0.035) (0.032) (0.036) (0.037)

P[Yit = 1|Yi(t−1) = 1] – 0.972 0.975 0.964 0.981 0.979 0.971
(0.003) (0.003) (0.003) (0.002) (0.002) (0.003)

Naive ATE – 0.455 0.468 0.595 0.515 0.554 0.565
(0.030) (0.034) (0.035) (0.032) (0.036) (0.037)

Percentage of Agents With . . .

0 1 2 3 4 5 6 7

Periods of unemployment 82.30 7�83 3.29 2.36 1.75 1.11 0.47 0.90
Unemployment spells 82.30 13�36 3.61 0.73 0.00 – – –
Transitions 83.20 6�78 6.43 2.21 1.25 0.12 0.00 –

aStandard errors are given in parentheses. A transition is defined as the event [Yit �= Yi(t−1)]. The “naive ATE” is defined as
P[Yit = 1|Yi(t−1) = 1] − P[Yit = 1|Yi(t−1) = 0]. The sample size is 3435.

(2005) and Faberman, Mueller, Şahin, and Topa (2017). The model is nonparametric with
respect to the functional form of search effort costs, unobserved heterogeneity, and the
distribution of wage offers. This generality is possible because the only way the job search
model will be used is to motivate nonparametric assumptions for the DPO model.

Worker i begins period t having either been employed or unemployed in the previous
period (Yi(t−1) = 1 or 0, respectively), and having exerted Ei(t−1) units of search effort in
the previous period. The worker receives a wage offer, ω(Yi(t−1)�Ei(t−1)�Ai�Vit), which
depends on their work and effort choices in the previous period, a permanent (time-
invariant) source of heterogeneity, Ai, and a time-varying wage shock, Vit .21 After observ-
ing the offer, the worker decides to either accept it and work in period t (Yit = 1) or to
remain unemployed (Yit = 0).22 In either case, they also decide on a level of search effort,
Eit , to exert in period t as an investment to getting a better offer in period t + 1. The
worker solves this problem with an infinite horizon (T̄ = +∞).

The worker’s flow utility from work decision y ′ and effort choice e′ is given by

μ
(
y ′� e′�Yi(t−1)�Ei(t−1)�Ai�Vit

) = y ′ω(Yi(t−1)�Ei(t−1)�Ai�Vit)− κ
(
y ′� e′�Ai

)
�

where κ(y ′� e′�Ai) is the cost of exerting e′ units of search effort when making employ-
ment choice y ′, and Ai allows for heterogeneity in these costs across workers. Allowing
both κ and ω to depend on employment status means that both the costs and efficacy of
searching can vary for employed and unemployed workers, as in Faberman et al. (2017).
These are the two potential sources of state dependence in the model.

The distribution of the wage shock, Vit , is assumed to be first-order Markov, conditional
on permanent heterogeneity.

21Not receiving an offer (or being laid off) corresponds to receiving an offer of −∞.
22Past offers cannot be recalled.
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ASSUMPTION MC: {Vit}Tt=1 is first-order Markov, conditional on Ai.

The worker is assumed to know the conditional distribution of Vit , so that, under As-
sumption MC, the Bellman equation is given by

ν(Yi(t−1)�Ei(t−1)� Vit�Ai)

= max
(y′�e′)∈{0�1}×E

{
y ′ω(Yi(t−1)�Ei(t−1)�Ai�Vit)− κ

(
y ′� e′�Ai

)

+ δE
[
ν
(
y ′� e′� Vi(t+1)�Ai

) | Vit�Ai

]}
� (24)

Thus, the state variables at time t are Sit ≡ (Yi(t−1)�Ei(t−1)� Vit�Ai).
This dynamic job search model generates a DPO model through (7). Assumptions

about the job search model imply assumptions on the generated DPO model. Consider
the following assumptions on the wage shocks.

ASSUMPTION W: (a) The distribution of (Vi(t−m′)� � � � � Vit)|Ai = a does not depend on t
for any a, where m′ is some positive integer.

(b) Vit and Vi(t+1) are independent, conditional on Ai, for all t.

Assumption W(a) is that the wage offer distribution is stationary, which is a common
assumption in empirical and theoretical analyses of labor search models, as well as empiri-
cal implementations of dynamic discrete choice models more generally.23 The assumption
still allows the distribution of wage shocks to vary for workers with different time-invariant
characteristics. Assumption W(b) is that the wage shocks are serially independent, condi-
tional on these characteristics. This is also a common assumption in empirical implemen-
tations of dynamic discrete choice models.24

The next proposition shows that Assumptions W(a) and W(b) imply that the generated
DPO model satisfies Assumptions ST and DSC, respectively. If both assumptions hold,
and the time-invariant characteristics include the initial employment outcome, Yi0, then
the generated DPO model also satisfies Assumption TIV.

PROPOSITION 8: Suppose that every P ∈ P† is consistent with Uit(y) being generated
through (7) by the DC model described in this section. Suppose that Assumption MC is also
satisfied.

(i) If Assumption W(a) is satisfied, then Assumption ST is satisfied with m= m′ − 1.
(ii) If Assumption W(b) is satisfied, then Assumption DSC is satisfied.
(iii) If Assumptions W(a) and W(b) are satisfied, then Assumption ST is satisfied with

m =m′.
(iv) Suppose that Ai ≡ (Āi�Yi0) contains the worker’s employment choice in period 0.

Then Assumption TIV is satisfied if Assumptions W(a) and W(b) are satisfied.

Requiring Yi0 to be included as part of Ai in Proposition 8(iv) is difficult to motivate,
since in the current application period 0 simply reflects the first period of observing data,

23As Keane, Todd, and Wolpin (2011, p. 371) wrote when discussing stationarity, “Most DCDP [discrete
choice dynamic programming] models in the literature which solve the full dynamic programming problem
implicitly make such an assumption as well, though it is not dictated by the method.”

24However, see Norets (2009) and Connault (2016) for approaches to incorporating serially correlated un-
observables.
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and not some initial period for the workers. The empirical results in the next section
strongly reject the hypothesis that the model is correctly specified under Assumption TIV.

The next proposition provides sufficient conditions for Assumption MTS.

PROPOSITION 9: Suppose that every P ∈ P† is consistent with Uit(y) being generated
through (7) by the DC model described in this section. Suppose that Assumptions MC and
W(b) are satisfied, and that the following additional conditions hold: (i) Ai takes values
in a partially ordered set, and it includes the initial conditions (Yi¯T

�Ei¯T
) at the beginning

of the choice problem; (ii) Ai and Vit are independent; (iii) there is no search effort deci-
sion, so that κ(y ′� e′� a) = 0 and ω(y�e�a� v) does not depend on e; (iv) Vit is scalar and
ω(y�a� v) ≡ ω̄(y�a)+ v for some function ω̄ that is increasing in both y and a, and super-
modular in (y�a). Then Assumption MTS is satisfied with any value of q.

The intuitive interpretation of Assumption MTS is that agents who are employed tend
to be so because they have a permanently higher latent propensity to be employed. The
conditions in Proposition 9 achieve this by imposing enough structure to make Ai this
propensity. In the current model, this requires taking a stand on the relative importance
of unobserved heterogeneity for wage offers and the cost of search effort. A simple way
to do this is to simply shut down the search effort choice, as in (iii). This is not a terribly
attractive assumption, since it removes the endogenous source of state dependence in the
model, although an exogenous source of state dependence still exists via the wage offer
function. For this reason, Assumption MTS will only be used in a secondary capacity in
the next section.

Faberman et al. (2017) found survey evidence that the distribution of wage offers
for employed workers dominates that of non-employed workers. The next assumptions
capture this idea in differing strengths. To state them, let e�(Si(t−1) ‖ y) denote the op-
timal choice of effort in period t − 1, given employment choice y , and let Wit(y) ≡
ω(y�e�(Si(t−1) ‖ y)�Ai�Vit) denote the wage that would have been received in period t
under these choices.

ASSUMPTION W: (d) The distribution of Wit(1) first-order stochastically dominates that
of Wit(0), conditional on Ai.

(e) Wit(1) is greater than Wit(0) with probability 1.

Assumption W(d) says that conditional on permanent heterogeneity, employed work-
ers tend to receive higher wage offers than unemployed workers. Assumption W(e)
strengthens this to assume that employed workers always receive better offers.

Assumptions W(d) and W(e) imply that the generated DPO model satisfies Assump-
tion MATR and the stronger Assumption MTR, respectively.

PROPOSITION 10: Suppose that every P ∈ P† is consistent with Uit(y) being generated
through (7) by the DC model described in this section. Suppose that Assumptions MC and
W(b) are satisfied. If Assumption W(d) is satisfied, then Assumption MATR is satisfied. If
Assumption W(e) is satisfied, then Assumption MTR is satisfied.

There is ample reason to be skeptical of both Assumptions W(d) and W(e). For ex-
ample, unemployed workers might receive higher offers than employed workers because
they exert more effort searching for offers. Perhaps for this reason, the results in the next
section indicate that the model is misspecified under Assumption MTR. While there is no
such evidence against Assumption MATR, this assumption turns out to have little identi-
fying content, so will not be used in the main results.
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5.4. Empirical Results

Columns (1)–(9) of Table II report estimated identified sets for a variety of parameters
under several combinations of assumptions. The reported target parameters are time-
averages of those discussed in Section 3.2, for example,

SD+
avg(P) ≡ 1

T

T∑
t=1

SD+
t (P)�

and similarly for the other parameters. For columns (1)–(7), the linear programs in Propo-
sition 2 are feasible, so the estimated bounds are equal to the sharp identified set under
the sample distribution of the data.25 For columns (8) and (9), the programs were infeasi-
ble, so the estimated bounds are constructed using the estimation procedure described in
Appendix S7. The reported 95% confidence intervals were constructed using the proce-
dure of Chernozhukov, Newey, and Santos (2015), which is also described in Appendix S7.
The Monte Carlo results reported there suggest that these confidence intervals control
size but are excessively wide when the model is correctly specified.26

Column (1) contains the empirical-evidence-only bounds. These are wide for all target
parameters, and in some cases completely uninformative. As predicted by Proposition 1,
the bounds for SD+

avg include 0 and the identified set for SDavg is [0�1]. The upper bound
on SD+

avg is large (0�947), which reflects the strong positive serial correlation present in
the observed data. To draw informative conclusions, more assumptions must be imposed.

Columns (2)–(6) impose Assumption ST for increasingly long sequence lengths, m. As
expected, the bounds narrow as m increases, with the most informative bounds being
obtained for m = 4, which is the strongest form of Assumption ST possible given the
horizon of T = 6. For m≥ 1, the bounds on all target parameters exclude 0. In particular,
the lower bound on overall state dependence, SDavg, ranges between 0�018 and 0�061.
This provides simple, nonparametric evidence against the hypothesis that persistence in
employment outcomes is caused solely by persistent unobserved heterogeneity. However,
the small magnitude of these lower bounds is still consistent with state dependence being
of limited importance for the overall population.

On the other hand, the results indicate that the role of state dependence is quite im-
portant for unemployed men. With m = 2 in column (4), the lower bound of 0�193 for
SD+

avg(·|0) means that at least 19.3% of unemployed men remain unemployed in the sub-
sequent period due to state dependence, that is, due to the fact that they are unemployed.
Using the interpretation discussed in Section 3.2, the lower bound of 0�335 on SD+

avg(·|00)
means that this causal effect accounts for at least 33.5% of the four-month persistence
in unemployment. With m = 4 in column (6), these numbers rise to 23.8% and 41.4%,
respectively.

In contrast, Assumption ST does not by itself provide informative bounds for employed
men. The bounds for employed men become informative when Assumption MTS is added

25The linear programs were solved using AMPL (Fourer, Gay, and Kernighan (2002)) and CPLEX (IBM
(2010)).

26Note that a tuning parameter, called τn in Appendix S7, is required both for estimating identified sets when
they are empty in sample, and for constructing confidence regions. I set this parameter to τn = 0�25 throughout.
This value was chosen because, in the Monte Carlo simulation in Appendix S7.6, it yields confidence regions
with the correct coverage probability at the boundaries of the identified set.
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TABLE II

ESTIMATES OF STATE DEPENDENCE IN UNEMPLOYMENTa

DPO PDBR

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Assumptions

ST(m) 0 1 2 3 4 4 2 4
MTS(q) 2 6 6
MTR �
TIV � � � �

Misspecification

Θ� = ∅ No No No No No No No Yes Yesin sample

p-value for 0.012 0.000
H0 :Θ� �= ∅

Bounds and 95% Confidence Intervals

SD+
avg

0.000 0.000 0.005 0.011 0.013 0.013 0.013 0.036 0.027 0.067 0.067 0.067
0.000 0.000 0.016 0.025 0.030 0.034 0.034 0.037 0.028 0.092 0.092 0.0920.947 0.933 0.933 0.933 0.933 0.933 0.379 0.932 0.904
0.950 0.939 0.939 0.939 0.939 0.939 0.468 0.935 0.904 0.115 0.114 0.114

SD+
avg(·|0)

0.000 0.000 0.030 0.065 0.072 0.088 0.088 0.217 0.164 0.149 0.148 0.148
0.000 0.000 0.096 0.193 0.214 0.238 0.238 0.218 0.164 0.192 0.191 0.1920.581 0.581 0.581 0.576 0.574 0.569 0.554 0.514 0.581
0.641 0.641 0.641 0.640 0.643 0.649 0.651 0.515 0.582 0.234 0.228 0.228

SD+
avg(·|00)

0.000 0.000 0.054 0.114 0.128 0.153 0.153 0.379 0.286 0.264 0.266 0.266
0.000 0.000 0.166 0.335 0.372 0.414 0.414 0.380 0.286 0.329 0.327 0.3301.00 1.00 1.00 0.992 0.990 0.980 0.956 0.891 1.00
1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.892 1.00 0.388 0.385 0.385

SD+
avg(·|1)

0.000 0.000 0.002 0.003 0.006 0.006 0.006 0.021 0.016 0.062 0.062 0.062
0.000 0.000 0.006 0.010 0.014 0.016 0.016 0.021 0.016 0.085 0.085 0.0860.970 0.970 0.968 0.966 0.964 0.963 0.371 0.961 0.926
0.975 0.975 0.974 0.973 0.972 0.971 0.463 0.964 0.926 0.108 0.107 0.107

SD+
avg(·|11)

0.000 0.000 0.002 0.004 0.006 0.006 0.006 0.021 0.016 0.064 0.064 0.064
0.000 0.000 0.006 0.010 0.014 0.017 0.017 0.022 0.017 0.088 0.088 0.0881.00 1.00 0.998 0.996 0.994 0.993 0.382 0.991 0.955
1.00 1.00 1.00 1.00 1.00 1.00 0.477 0.994 0.955 0.111 0.110 0.110

SDavg

0.000 0.013 0.023 0.035 0.035 0.034 0.034 0.036 0.029 0.067 0.067 0.067
0.000 0.018 0.036 0.054 0.058 0.061 0.061 0.037 0.030 0.092 0.092 0.0921.00 0.976 0.976 0.976 0.976 0.975 0.422 0.932 0.940
1.00 0.983 0.983 0.984 0.985 0.986 0.511 0.935 0.940 0.115 0.114 0.114

aEstimated bounds and 95% confidence intervals are reported in large and small font, respectively. Confidence intervals and mis-
specification p-values for the DPO model are obtained using the CNS method discussed in Appendices S7.3–S7.5 with 250 bootstrap
draws and τn = 0�25. When the sample identified set is empty, estimated bounds are constructed using the method discussed in Ap-
pendix S7.2. When the identified set is nonempty in sample, the p-value of the CNS misspecification test is 1, and therefore not
reported—see Appendix S7.4. Point estimates and confidence intervals for the parametric DBR model are obtained by maximum
likelihood and nonparametric bootstrap. The model is the dynamic random effects probit described in Section 3.2 and the covariates
are taken to be a constant (column (10)), a full set of time dummies (column (11)), and a full set of time dummies with age (column
(12)). The assumptions listed for the parametric DBR model are those that would be satisfied for the implied DPO model.
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to Assumption ST in column (7).27 The estimates imply that no more than 37.1% of em-
ployed workers remain employed due to state dependence, and that state dependence
accounts for no more than 38.2% of the four-month persistence in employment. Intu-
itively, these upper bounds arise because Assumption MTS reflects an assumption that
there is some persistent heterogeneity, which limits the role of state dependence in ex-
plaining persistence in observed outcomes.

Together, columns (4)–(7) yield two conclusions. The first is that state dependence plays
an important role in unemployment persistence, accounting for at least 30–40% of the
four-month persistence in unemployment among high school educated men. These esti-
mates only depend on stationarity, which was easy to motivate in the job search model.
The second conclusion is that state dependence explains less of the persistence in em-
ployment than it does unemployment. This conclusion depends on both Assumption ST
and Assumption MTS. The latter can be interpreted as limiting persistent heterogeneity,
which was harder to motivate in the job search model.

Column (8) adds Assumption MTR to Assumption ST with m = 2. Doing so causes
the sample sharp identified set to become empty. This suggests misspecification, and a
formal misspecification test provides evidence against the null of correct specification with
a p-value of 0�012.28 Such a finding is perhaps unsurprising given the strong assumptions
required to motivate Assumption MTR in the job search model. Even if we were to put
aside these concerns, adding Assumption MTR does little to narrow the bounds relative
to column (4), so there would be little benefit to considering it anyway.29

Column (9) reports estimates that use the restrictions implied by Assumption TIV in
Proposition 5. The sample identified set is empty, and a formal misspecification test re-
jects the null of correct specification with a p-value near 0. Like Assumption MTR, As-
sumption TIV was also difficult to justify in the job search model, so this finding may not
be surprising. The estimated identified sets in column (9) are similar to those obtained
under Assumption ST with m = 2 in column (4), and suggest in particular that state de-
pendence is important for explaining persistence in unemployment. However, given the
resounding rejection of the specification, it seems prudent not to put much weight on
these estimates.

As a point of comparison, columns (10)–(12) report maximum likelihood estimates and
bootstrapped confidence intervals from a parametric DBR model. The model is the “text-
book version” of the dynamic random effects probit model described in Section 2.3. The
assumptions indicated in Table II are those that would be implied (among others not
listed) for the generated DPO model. Column (10) is a stationary specification with only
a constant in Xit , while column (11) includes a full set of time dummies, and column (12)
also adds the worker’s age as a covariate. All three specifications yield nearly identical es-
timates across all target parameters considered. For unemployed workers, the estimates
are near or outside the lower bound of the stationary DPO model in columns (4)–(6). For

27The reported bounds use conditioning length q = 2 in Assumption MTS. Extending this to q = 3 had little
impact on the estimated bounds.

28As suggested by a referee, the confidence regions may be too narrow under misspecification. Moreover,
the estimated bounds will not be consistent if the model is, as suggested by these tests, actually misspecified.

29Note that since the bounds in column (8) are estimated using the procedure in Appendix S7.2, they need
not be narrower than those in column (4), even though column (4) maintains fewer assumptions. For example,
the lower bound on SDavg is larger in column (4) than in column (8). If the population identified sets were
nonempty for both specifications, then asymptotically the bounds in column (8) would become subsets of those
in column (4).
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other parameters, the estimates are within the tightest DPO bounds in (7), but still closer
to the lower bound. This suggests that the parametric DBR model might underestimate
state dependence.

Table II does not include estimates for the DPO model under Assumptions DSC,
MATR, or MIV. Assumptions DSC and MATR turned out to have very little impact
on the bounds in this application. Estimated identified sets for these assumptions are re-
ported in Appendix S8. Assumption MIV requires a compelling instrumental variable.
This is not easy to find for the current application, but may be easier to find in other
settings.30

5.5. Sensitivity to Stationarity

The results in the previous section show that Assumption ST is sufficient to reach the
conclusion that state dependence is important for unemployed workers. Stationarity is
a widely used assumption, and was easy to motivate in the job search model in Sec-
tion 5.3. However, it may fail to hold if the causal mechanisms underlying the labor market
changed over the sample of April 2011 to January 2013, or if there were seasonal changes
within this horizon. It could also fail to the extent that the infinite horizon assumption
(T̄ = ∞) used in Section 5.3 fails as a model of dynamic choice behavior. In this section,
I examine the sensitivity to violations of Assumption ST.

To do so, I replace Assumption ST with the following, weaker condition.

ASSUMPTION ST(σ): Let σ ≥ 0 be a known scalar. Then, for any P ∈ P†, every u ∈
{0�1}2(m+1), and every t� t ′ ≥m+ 1,

(1 − σ)Σu
t′�m(P) ≤ Σu

t�m(P) ≤ (1 + σ)Σu
t′�m(P)�

where Σu
t�m is defined as in Assumption ST.

The parameter σ can be interpreted as the amount of “slippage” in Σt�m(u;P) that is
allowed in any two periods. For σ = 0, Assumption ST(σ) is the same as Assumption ST.
For σ > 0, Assumption ST(σ) is strictly weaker than Assumption ST, since it allows latent
probabilities to change by up to 100 × σ% in any two periods.

Figure 2 plots estimated identified sets and 95% confidence regions for SD+
avg(·|0) and

SD+
avg(·|00) across different values of σ . The bounds widen as σ increases, reflecting the

fact that the restriction of Assumption ST(σ) becomes monotonically weaker. Setting
σ = 0�15 allows the probability of each potential employment sequence between two pe-
riods to change by up to 15%. This in turn allows SD+

t —that is, the probability that a
worker would be employed in period t if and only if they were employed the previous
period—to change by 30 probability points over the time period considered, which would
reflect an enormous change in the structure of the labor market. Yet, even for values
of σ larger than this, the lower bounds on SD+

avg(·|0) and SD+
avg(·|00) are substantial, in-

dicating that state dependence has an important impact on the unemployed. Thus, the
main conclusions regarding the unemployed appear quite robust to violations of Assump-
tion ST.

30One possibility, suggested by a referee, is to use variation in unemployment insurance benefits as in Farber,
Rothstein, and Valletta (2015) or Farber and Valletta (2015).
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FIGURE 2.—Sensitivity of Table II, column (6) to Assumption ST.

As a further check, I estimate the same bounds for a sample of workers aged 40 or
younger in the initial period. For these workers, the infinite horizon assumption is more
reasonable, since they are farther from retirement. The estimated identified sets and con-
fidence regions are plotted in Figure 3.31 The lower bound estimates are substantially
larger than those in Figure 2, and remain quite large even at values of σ that would repre-
sent massive changes in the underlying labor market. For younger workers, the conclusion
that state dependence is important for the unemployed appears to be even stronger, even
while this sample is also more likely to satisfy Assumption ST.

FIGURE 3.—Estimates for younger workers under Assumption ST(σ) with m= 4.

31Note that the analog identified sets are empty in the sample here, so the bounds are constructed using
the estimation procedure discussed in Appendix S7.2. This explains the slight decline in the upper bound from
σ = 0�05 to σ = 0�1. The p-values for testing the null of correct specification are larger than 0�55 for all values
of σ .
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6. CONCLUSION

I developed the dynamic potential outcomes (DPO) model as a tool for empirically
measuring state dependence in dynamic discrete outcomes. The DPO model has the im-
portant advantage of being fully nonparametric. Its primary disadvantage is that causal
parameters tend to only be partially identified. Nevertheless, in applying the method to
study state dependence in unemployment using data from the SIPP, I demonstrated that
the estimated identified sets can still be tight enough to be useful. In particular, the es-
timates provide nonparametric evidence using observational data that state dependence
plays an important role in unemployment persistence, accounting for at least 30–40% of
the four-month persistence. The estimates rest on a stationarity assumption, which says
that the underlying economic environment remains stable, or at least does not change
drastically.
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